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With polar temperatures ∼3–5◦C warmer than today, the Last Interglacial stage (LIG, ∼ 125
kyr ago) serves as a partial analogue for 1–2◦C global warming scenarios. Geological records
from several sites indicate that LIG local sea levels (LSLs) were higher than today, but be-
cause LSLs differ from global sea level (GSL), accurately reconstructing past GSL requires
an integrated analysis of globally distributed data sets. Here we present an extensive compi-
lation of LSL indicators and a novel statistical approach for estimating GSL, LSLs, ice sheet
volumes and their associated uncertainties. We find a 95% probability that GSL peaked at
least 6.6 m higher than today during the LIG. It likely (67% probability) exceeded 8.0 m but
is unlikely (33% probability) to have exceeded 9.4 m. When GSL was close to its current
level (>-10 m), the millennial average rate of GSL rise very likely exceeded 5.6 m/ky but is
unlikely to have exceeded 9.2 m/ky. Our analysis extends previous LIG sea level studies by
integrating literature observations within a probabilistic framework that accounts for the
physics of sea level change. The results highlight the long-term vulnerability of ice sheets
to even relatively low levels of sustained global warming.

As a result of industrial activity, greenhouse gas concentrations now exceed levels reached on Earth
at any time within the last eight hundred thousand years1. Given a climate sensitivity of 2–4.5◦C per
doubling of carbon dioxide levels2, current greenhouse gas concentrations – without considering any
further increases – are sufficient to cause an equilibrium warming of 1.4–3.2◦C. Among the many effects
expected to accompany this warming is a rise in global sea level (GSL)2, which is defined as the mean
value of local sea level (LSL) taken across the ocean. This rise is driven primarily by thermal expansion
of seawater and by melting land ice. Uncertainties in ice sheet behavior make it difficult to predict sea
level rise using prognostic models, but by the end of the twenty-first century, GSL could exceed today’s
value by more than one meter3,4. Since changes of this magnitude have no precedent in recorded history,
to understand them and to compile observations against which to test models of future climate change,
it is necessary to turn to the geological record.

In this paper, we analyze a new compilation of geographically dispersed sea level indicators spanning
the Last Interglacial (LIG) stage, which climaxed about 125 thousand years ago (ka). The LIG (also
known as the Eemian stage, its local northern European name, and as Marine Isotope Stage 5e) is of
special interest for three reasons: (1) it is recent enough that it is possible to obtain some sea level
records with high temporal resolution and many more observations with lower temporal resolution; (2)
due in large part to enhanced northern hemisphere insolation, global and polar temperatures may have
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been slightly warmer than at present, and (3) several lines of evidence suggest that GSL was higher than
today, perhaps by 4–6 m (ref. 1), and that the Greenland Ice Sheet and possibly also the West Antarctic
Ice Sheet5,6 were significantly smaller than they are now.

During the LIG, greenhouse gas concentrations were comparable to pre-Industrial Holocene levels7, but
Earth’s orbital eccentricity was more than twice the modern value8. Energy balance modeling predicts
that, as a consequence, summer temperatures between 132–124 ka on all land masses except Antarctica
were at least 0.5◦C warmer than today9, while a more complete climate model indicates summer tempera-
tures 2–4◦C warmer than today in most of the Arctic6. Ice core data from both Greenland and Antarctica
suggest polar temperatures in both hemispheres of about 3–5◦C warmer than today1, comparable to the
3–6◦C of Arctic warming that is expected to accompany 1–2◦C of global warming10. In Europe, pollen
data suggest middle Eemian summer temperatures about 2◦C warmer than present11. While the change in
global mean temperature is uncertain, sea-surface temperatures in the equatorial Pacific12 and Atlantic13

were about 2◦C warmer than pre-Industrial levels.
Synthesizing geological sea level indicators into a global reconstruction requires accounting for regional

variability. Differences between LSL and GSL arise because – contrary to an analogy commonly taught
in introductory classes – adding water from melting land ice to the ocean is not like pouring water into a
bathtub. Many factors other than the changing volume of water in the ocean modulate the influence of
melting ice sheets on LSL. These factors include: the direct gravitational effect of the distribution of ice,
water and sediment on the sea-surface (or geoid), solid Earth deformation and its associated gravitational
signature, perturbations to both the magnitude and orientation of the Earth’s rotation vector, and time-
varying shoreline geometry14–16, as well as changes in ocean and atmosphere dynamics17. In addition,
LSLs are influenced by tectonic uplift and thermal subsidence.

As a consequence of these factors, LSLs at Pacific islands far from the late Pleistocene ice sheets were
1–3 m higher in the middle Holocene than today, even though GSL was essentially unchanged18. Similarly,
even if GSL was never higher than today, LSLs several meters higher than present could have occurred
far from the former Laurentide Ice Sheet (e.g., Australia) early in the LIG, and comparably high local sea
levels could have occurred closer to the former ice sheet (e.g., the Caribbean) late in the LIG19. Without
accurate and precise dating of the relevant sea level indicators and an appreciation of the difference
between LSL and GSL, such patterns could produce the false appearance of a magnified or diminished
GSL high-stand. In order to estimate ice sheet history from sea level records, it is thus necessary to
account for physical factors like gravitation and solid Earth deformation. Conversely, because these
effects cause LSL changes to differ with distance from an ice sheet, a global database of LSL indicators
can potentially address not just whether global ice volume was smaller during the LIG than today, but
also what combination of melting ice sheets, if any, was responsible for higher GSL.

We construct a database of sea level indicators that is as comprehensive as possible (Figures 1, 2; full
data set available in the Supplementary Information) and use it to estimate the posterior probability
distribution of LSL as a function of space and time and of GSL and ice sheet volumes as functions of
time. We must cope with variable geochronological uncertainty, as well as with variable errors in sea levels
inferred from proxy data and in estimates of regional long-term tectonic uplift or thermal subsidence. In
addition, some of the data provide only upper or lower bounds to sea level. Where possible, we also want
to take advantage of quasi-continuous sequences, in which relative timing is known with greater precision
than absolute dates. These sequences include the stacked global oxygen isotope curve from benthic
foraminifera of Lisiecki and Raymo20, as well as series of LSL measurements inferred from sedimentary
facies in the Netherlands21 and from hydrological modeling of foraminiferal oxygen isotopes in the Red
Sea22. (These series are described in detail in the Supplementary Information).

Statistical approach and validation

The ultimate goal of our analysis is to determine the posterior probability distribution of Last In-
terglacial sea level and ice volume through time, conditioned upon the measurements in our database.
Inherent in the method is the assumption that both the prior and posterior distributions are multivariate
Gaussian.
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Figure 1. Sites with at least one sea level observation in our database. The
symbol shapes reflect the nature of the indicators (upward triangles: isotopic; circles: reef
terraces; downward triangles: coral biofacies; squares: sedimentary facies and non-coral
biofacies; diamonds: erosional). The colors reflect the number of observations at a site
(blue: 1; green: 2; magenta: 3; red: 4 or more).
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Figure 2. Localities at which local sea level data exist in our database, for time
slices through the Last Interglacial. Each circles is proportional to the probability that
the corresponding data point occurs in the indicated interval. The horizontal (vertical)
lines are proportional to the standard deviations of the age (sea level) measurements.
The intersection of the lines reflects the mean age estimate relative to the age window;
a rightward skew reflects a mean estimate earlier than the middle of the window. Data
that provide only upper or lower sea level bounds are indicated by downward and upward
triangles, respectively. Colors indicates the mean sea level estimate in meters above present
value. Some symbols overlap; for a complete table of observations, see the SI.
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We construct a prior probability distribution from the global oxygen isotope curve and its associated
age model20, as described in detail in the Methods section and the Supplementary Information (SI). To
do this, we employ a physical model of LSL that calculates the eustatic, gravitational, deformational,
and rotational effects of melting ice sheets15,16,23. We estimate the mean and covariance of the prior
distribution by averaging the values and covariances of the LSLs and of GSL obtained by running many
alternative ice sheet histories through a forward physical model. These histories themselves are sampled
from two underlying distributions: a distribution for global ice volume over time based upon ref. 20
and a distribution for individual ice sheet volumes conditioned upon global ice volume. This latter
distribution is based upon random perturbations of models of Last Glacial Maximum (LGM)-to-present
ice sheet volume24 with additional allowances made for ice sheets smaller than their present volumes. To
approximate thermosteric effects, we add two Gaussian terms: a term independent of time and GSL with
a mean of 0 m and a standard deviation of 2 m, and a term that varies with global ice volume (−1.6±0.6
m per 100 m equivalent sea level ice sheet growth). The temporal covariance of these thermosteric terms
has an e-folding time of 2 ky. The uncertainty within the thermosteric terms is large enough to also
accommodate small contributions from other sources, such as small mountain glaciers present today but
not included in the LGM-to-present ice models.

To construct the posterior distribution of sea level at any arbitrary point in space and time, we start
with the simpler problem of estimating the posterior probability distribution of sea level at the points
included in our database and then interpolate to calculate values at points not in our database. We
employ a three-step Gibbs sampler25 to sample the Bayesian network illustrated in Figure 3.

In the first step, we calculate corrected measurements of LSLs (s) by adjusting the altitude of our
proxy observations (z) for their depositional settings (D), which account for the relationship between
proxy altitudes and sea level elevation at the time of formation, and for the background regional uplift or
subsidence. The former correction incorporates sedimentological and geomorphological knowledge, such
as the fact that most coral observations in the database are of species that grow between 0 and 5 m below
mean low tide level26,27, as well as information about local tidal range. The latter correction is based
upon an estimate of the regional uplift or subsidence rate (u) and a sample from the posterior distribution
of measurement ages (g). In selecting or constructing uplift or subsidence rate estimates, we have avoided
estimates from the literature that assume LIG sea level as a reference point.

In the second step, we employ Gaussian process regression to estimate the true sea levels (f). Gauss-
ian process regression28, of which the commonly-used geospatial technique of kriging interpolation is a
well-known example, treats a field (such as sea level) as a collection of random variables drawn from a
multivariate Gaussian distribution. By specifying the covariance structure of the field, knowledge about
the relevant physics affecting the process can be incorporated into the modeling without constraining it
to fit a particular forward model.

In the third step, we use the Metropolis-Hastings algorithm29 to draw a new Markov Chain Monte
Carlo sample of the ages (g), based upon the measured ages (t) and the current estimate of the true sea
levels (f). Repeating this sequence many times allows us to sample the posterior probability distribution
for LSL and GSL in a way that satisfies the measurements to within their uncertainties.

Equipped with an estimate of the posterior probability distribution, we can then answer questions such
as “what was the maximum GSL attained during the Last Interglacial” and “what was the fastest rate
at which GSL rose when it was within 10 m of its present value?” (As discussed below, we focus on
rates above the −10 m threshold because the Laurentide Ice Sheet was comparable in size to the modern
Greenland Ice Sheet by the time GSL rose to this level in the Holocene.) To answer such questions, we
draw many samples from the posterior distribution and examine the distribution of answers based on these
samples. We report these answers as exceedance values. For instance, the 95% probability exceedance
value of GSL is exceeded in 95% of all samples. If the 95% exceedance value is 6.6 m, we can reject
the hypothesis that sea level never exceeded 6.6 m at the 95% confidence level. Note that the answer to
such questions is not identical to the answer one would get by looking at the median projection of GSL
and reading its maximum; the maximum of the median would be the 50% probability exceedance value
if all time points were perfectly correlated, but such is not the case. The median reconstruction instead
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Figure 3. Schematic illustration of the process used in our statistical analysis.

represents the best estimate for GSL at each specific point in time, whereas the exceedance values are
calculated across the entire LIG interval.

Results of global analysis

Applying our algorithm to the full data set of LIG sea level indicators (Figure 4a) yields a GSL curve
with a median projection that peaks at 124 ka at 7.2± 1.3 m (67% confidence interval). Further analysis
reveals a 95% probability of having exceeded 6.6 m at some time during the Last Interglacial highstand
and a 67% probability of having exceeded 8.0 m (Figure 5, solid line). It is unlikely (33% probability)
that GSL exceeded 9.4 m.

To test the sensitivity of these results, we analyzed seven subsets of the data: one subset excluding
the Red Sea oxygen isotope curve, and six either excluding or including only (1) coral data, (2) erosional
features, or (3) facies interpretations (see SI). The results from these subsets were fairly consistent.
Across all subsets, the median projection peaked between 6.4 and 8.7 m. With the exception of the
subset containing only erosional features, the 95% probability exceedance value ranged from 5.7 to 7.0
m, the 67% probability values ranges from 7.3 to 8.7 m, and the 33% probability values ranged from 8.4
to 10.5 m. (The values for the subset containing only erosional features were slightly lower and more
broadly spread, at -0.3 m, 3.9 m, and 6.8 m. The spread reflects the relatively high uncertainty on this
projection, which results in large part from a smaller data set.) We therefore consider our results to be
reasonably robust with respect to different observations.

The 95%, 67%, and 33% probability exceedance values for 1000-year average GSL rise rate during the
interval when GSL was ≥ −10 m are 5.6 m/ky, 7.4 m/ky, and 9.2 m/ky, respectively (Figure 4a; Figure 5,
dashed line). We emphasize that these values by no means exclude faster intervals of sea level rise lasting
for less than one millennium.

We can also attempt to answer questions about the magnitude of ice sheet volume based on the posterior
probability distribution, but we must do so with caution. The distribution of Northern Hemisphere ice
volume, in particular, can only be roughly approximated with a Gaussian, as it has a hard upper bound
set by the fact that there is only about 7 m equivalent sea level (esl) of Northern Hemisphere ice available
to melt today. Because of this limitation, although we directly present the hemispheric ice volume
posteriors in Figures 4c,d, we make only one fairly conservative inference regarding ice sheet volumes.
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Figure 4. Probability density plots of global sea level and ice volume during
the Last Interglacial. (a) shows global sea level (GSL), (b) 1000-year average global sea
level rates, (c) Northern Hemisphere ice volume and (d) Southern Hemisphere ice volume.
Heavy lines mark median projections, dashed lines the 16th and 84th percentiles, and
dotted lines the 2.5th and 97.5th percentiles. Crosses mark median posterior estimates of
sample ages. Vertical lines mark the interval when > 30% of samples from the distribution
have standard deviations of GSL < 30% of the prior standard deviation (and are thus
included in calculations of exceedance probabilities). The horizontal line at 0 indicates
modern values in (a), (c), and (d) and unchanging GSL in (b). We urge caution in
interpreting ice volume projections due to the use of a Gaussian distribution to represent
a non-Gaussian prior.

The posterior distribution suggests a 95% probability that both Northern Hemisphere ice sheets and
Southern Hemisphere ice sheets reached minima at which they were at least 2.5 m esl smaller than today,
although not necessarily at the same point in time (Figure 5, dotted line). We can make no strong
statements about in which hemisphere the ice shrunk to a greater extent; in 59% of samples, it was the
Southern Hemisphere and in 41% of samples, it was the Northern Hemisphere. Additional sea level proxies
close to the ice sheets would help increase the precision of these estimates, as might a non-Gaussian model
for the prior distribution.

Comparison to previous estimates

Prevous estimates of LIG sea level, which were generally in the range of 4–6 m, were based on interpre-
tations of LSL at a small number of localities. The Fourth Assessment Report of the IPCC1 highlighted
Hawaii and Bermuda30; other authors31 also include observations from the Bahamas, Western Australia,
and the Seychelles Islands. All these localities are tectonically stable and experience only slow thermal
subsidence, associated with the cooling of the lithosphere. If one had to draw conclusions about GSL
from a small number of LSL measurements, these are reasonable sites at which to look.

Other commonly considered localities, such as Barbados32 and the Huon Peninsula33, are rapidly
uplifting localities. These sites have advantages as relative sea level recorders, most notably that terraces
recording sea levels below present are readily accessible. Assuming these sites have experienced a steady
rate of uplift, they can help uncover sea level variations over fairly short timescales. However, they
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Figure S4. The spatial covariance of local sea level with global sea level at 130 ka and
124 ka, normalized to the contemporaneous variance of global sea level (σGSL = 11.6 m at
130 ka and 10.5 m at 124 ka).

Figure S5. The covariance of GSL over time as employed in the main analysis (with a 3
ky Gaussian taper). In the unshaded areas, the covariance is less than 0.01.
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Figure S6. Reconstructed (a) GSL, (b) GSL rate, (c) NH ice volume and (d) SH ice
volume for a synthetic sea level history. The heavy green lines mark the median projections
based on the statistical analysis of pseudo-proxies, while the dashed lines mark the 16th
and 84th percentiles, and dotted lines mark the 2.5th and 97.5th percentiles. The heavy
black lines mark the “true” values.
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Figure S7. Number of synthetic histories (out of 20) in which the “true” maximum value
exceed a given exceedance value. The heavy solid line shows global sea level rise, the
dashed line shows the 1000-year average rate of change of global sea level when global sea
level is at or above -10 m, and the dotted line shows ice loss in the hemisphere with the
least ice loss. The grey line indicates the expected values if the distribution of synthetic
histories conformed precisely to the distribution specified by the exceedance values.
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Figure S8. Projections of GSL using different subsets of the data. The “standard”
subset excludes three data points from the Houtman Abrohlos islands that are inconsistent
with the age model, while the “full subset” includes them. The remaining seven subsets
either exclude or consist only of measurements based on corals, erosional features, facies
interpretations, or the Red Sea isotope curve. The heavy lines mark the median projections,
dashed lines mark the 16th and 84th percentiles, and dotted lines mark the 2.5th and 97.5th
percentiles. Summary statistics are provided in Table S2.
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Figure S9. GSL projections using different width Gaussian temporal taper functions in
the covariance function. Summary statistics are provided in Table S2. The heavy lines
mark the median projections, dashed lines mark the 16th and 84th percentiles, and dotted
lines mark the 2.5th and 97.5th percentiles.]
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Figure S10. Map of the data need index. We calculate this index by averaging the ratio
of the posterior variance to the prior variance over the time period between 114 and 129 ka.




