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Questions We’ll Address:
• What is energy?

• What do we (as individuals, as a nation, as a planetary civilization) use 
energy for?

• What are the proximate sources of the energy we use?

• What are the ultimate sources of the energy we use? How does the 
human energy system fit into the natural energy system?

• How has human energy use changed over history?

• Is the present energy system sustainable? What are the major risks 
associated with it?

• What alternatives are there to the present energy system? What are the 
barriers to energy system transformation?

• What sorts of policies can overcome these barriers?
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What is energy?
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Turn to a partner, and come up with a
definition of energy (in a physical sense)

and 2-3 examples.



First Law of Thermodynamics

In a thermodynamic process, the 
increment in the internal energy of a 
system is equal to the difference between 
the increment of heat accumulated by the 
system and the increment of work done by 
it.

–Rudolf Clausius, 1850

i.e.: The energy of any isolated system is constant.

Equivalently: The work required to change the state of an otherwise 
isolated system depends solely upon the initial and final states 
involved and is independent of the method used to accomplish this 
change.
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Energy conversions
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Note that the First Law means that energy 
cannot be “consumed.” Nonetheless, one 

frequently does talk about energy 
“consumption.” Why?

Energy conversions



Second Law of Thermodynamics

Clausius: No process is possible whose sole result is the 
transfer of heat from a colder to a hotter body.

Kelvin: No process is possible in which the sole result is 
the absorption of heat from a reservoir and its complete 
conversion into work.

Note that, classically, temperature is related to kinetic energy by
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Second Law of Thermodynamics

Clausius: No process is possible whose sole result is the 
transfer of heat from a colder to a hotter body.

Kelvin: No process is possible in which the sole result is 
the absorption of heat from a reservoir and its complete 
conversion into work.

Equivalently: In a closed system, entropy does not decrease.

where entropy is defined as

S = �kb
X
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Pi lnPi
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and i represents the different possible microstates of a system.
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and i represents the different possible microstates of a system.

Give an example of a system in a low 
entropy state and the same system in a 

high entropy state.
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and i represents the different possible microstates of a system.

Exergy can be expressed as B = E – TS.
Energy E is conserved, but entropy S 

increases, so B decreases.

So when we say “energy is consumed,” 
what we really mean is exergy is 

consumed. Exergy has the same units as 
energy,  but counts only energy associated 

with low-entropy states, which can be 
recovered to do work.

We’re going to be sloppy and ignore this 
most of the time, by convention.



Key Units

Energy:

• 1 Joule = 1 kg m2/s2 (equal to the kinetic energy of 2 kg 
moving at 1 m/s)

Power:

• 1 Watt = 1 J/s

Energy:

• 1 Watt•hour = 1 Watt applied for 1 hour = 3600 J (so 
a 100 W lightbulb running for 1 hour uses 100 Wh 
energy)
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A reminder on SI prefixes

• milli (m) = 10-3

• kilo (k) = 103

• mega (M) = 106

• giga (G) = 109

• tera (T) = 1012

• peta (P) = 1015

• exa (E) = 1018

• zetta (Z) = 1021
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A reminder on SI prefixes

• milli (m) = 10-3

• kilo (k) = 103

• mega (M) = 106

• giga (G) = 109

• tera (T) = 1012

• peta (P) = 1015

• exa (E) = 1018

• zetta (Z) = 1021

World annual primary exergy 
consumption =

474 EJ =132,000 TWh

World annual final exergy 
demand = 325 EJ =

91,000 TWh

Civilizational primary power 
supply =15 TW

Annual CO2 emissions =
32 Gt CO2 = 32 Pg CO2
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You may also encounter (with apologies)

Energy:

• 1 calorie = 4.184 J, the energy required to heat 1 g of 
water by 1°C [note that 1 food Calorie = 1 kcal] 

• 1 British Thermal Unit (BTU) = energy required 
to heat 1 pound (454 g) of water by 1°F (0.56°C) = 252 
cal = 1.055 kJ

• 1 Quad = 1 quadrillion BTU = 1.055 EJ (~293 TWh)

• 1 tonne oil equivalent (toe) = 41.9 GJ = 11.6 MWh
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Key Electrical Units

Current:

• The Ampere (A) is a fundamental unit of the SI system; it is 
practically defined as the flow of 1 coulomb (C) of charge/
second.

Electrical potential:

• 1 Volt (V) = 1 W/A = 1 J/C – so 1 A flowing down a 1 V 
potential gradient will acquire 1 J of energy per second

Resistance:

• The Ohm (Ω) is defined as 1 V/A. Power dissipated into heat is 
given by voltage x current or by current2 x resistance 

So: on a 120 V circuit (as in the U.S.), a 1,000 W device (e.g., a 
microwave) will draw a current of 8.3 A.12



What do we use energy for?
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In groups, share your personal energy consumption
and create a list of the energy sources/fuels

that are employed to fill this demand.

Then send a representative to the board
to record the energy consumption
of each of your group members.

Where does our energy come from?
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these further, they are left under the hygiene service category and
measured in Newton metres (N m) of mechanical work. In the
absence of a global breakdown, the allocation of materials to final
services is based on regional product end-use data from: EUROFER
(2008) for steel; IEA (2007b, p. 260) for chemicals; BCA (2008)
for minerals; FAOSTAT (2008) for paper; and IAI (2006) for
aluminium.

4. Results and discussion: What do we now know?

The energy data is presented in Sankey diagram form in Fig. 2.
The global flow of primary energy is traced along each individual
energy chain from left to right, and allocated to each of the four
technical groupings: energy sources, end-use conversion devices,
passive systems, and final services. Energy losses from devices and
systems are not shown separately, but instead remain included
with the primary energy flow. The thickness of each line
represents the scale of energy flow, with colour used to
distinguish different types of flow, and the vertical lines
indicating where energy is reallocated into new categories.
Energy values are reported in exajoules ðEJ¼ 1018 JÞ and direct
carbon emissions associated with the primary fossil fuels are
shown in red circles in billion tonnes of carbon dioxide
ðGt CO2 ¼ 109 t CO2Þ.

Having traced the flow of energy from fuel to services and
identified the technical steps in each energy chain, what can we
now say about the energy use in society? How should the energy
map be interpreted and how does it help us identify the areas in
which efficiency technologies will deliver benefit? To answer
these questions it is useful to view the energy map in two ways:

Vertical from which meaningful comparisons of the scale of
energy flow through technical components can be made within
each of the four vertical slices.

Horizontal for which alternative technical options for providing
final goods and services can be compared if each horizontal
energy chain is traced completely from fuel to final service.

These two views are explored below, followed by a brief
comment on the uncertainty of the analysis.

4.1. A vertical perspective of the energy map

The problem of adding, rather than multiplying, potential
efficiency gains from sequential steps in the energy flow has
already been discussed in Section 2, using the example of the
Pacala and Soclow stabilisation wedges. This conflict also applies
to absolute energy flows in the four vertical slices of the Sankey
diagram: energy sources (including fossil fuels and electricity),
conversion devices, passive systems (including the manufacture of
materials and products), and final energy services. For example,
more than a third of the world’s energy is used to generate
electricity, a third is converted into heat, and a third is used in
factories to make materials—but these three thirds do not add up
to the whole, because they come from different vertical slices.
Thus the absolute energy flows and potential improvements in
efficiency can only be compared within each vertical slice, as
shown in Table 6. To add together energy flows or efficiency gains
from different vertical groupings ignores the sequential flow of
energy, and could potentially lead to exceeding the total energy
supply, or an efficiency savings of greater than 100%.

Despite the current focus on low-carbon energy sources,
Table 6 shows that fossil fuels still dominate the first vertical
slice of energy sources. Transportation is almost entirely powered
by crude oil, and the majority of electricity is generated by
burning coal and natural gas. Low-carbon sources (nuclear,
biomass, and renewables) currently make up 20% of energy
supply, and are dominated by nuclear, hydropower, and biomass.
With the exception of nuclear power, it will be difficult to expand
supply by any of the renewable sources to the scale of supply from
fossil fuels. The remaining renewables—wind, solar, tide, and
geothermal—account for less than 1% of energy supply, thus de-
carbonising the energy supply remains a difficult challenge when
compared with alternative gains from energy efficiency. Efforts
should be focused on improving combustion processes (as over
90% of energy sources are fuels which are combusted), and
exploring technical options for converting the chemical energy of
fuels directly to electricity, heat, or motion.

Conversion devices that produce heat and motion are shown to
be important in the second vertical slice. Large absolute efficiency

Fig. 2. From fuel to service: tracing the global flow of energy through society.

J.M. Cullen, J.M. Allwood / Energy Policy 38 (2010) 75–81 79

Cullen & Allwood, 2010 14



interpret the map of energy efficiency, in order to direct priorities
for researchers, designers and engineers working in the field of
efficiency?

4.1. How efficient are current conversion devices?

Individual device efficiencies from different parts of the diagram
cannot be compared directlywith each other. To state that an electric
motor is more efficient than a diesel engine, ignores the larger
upstream losses from electricity generation and distribution that are
linked with the electric motor. Instead, a compound efficiency (ec)
can be calculated for each energy chain, by multiplying consecutive
device efficiencies together along the entire chain length:

ec ¼ ef " ee " ed (5)

The subscripts used to indicate the type of conversion device are
taken from the map of energy flow shown in Fig. 1: c ¼ compound
efficiency, f ¼ fuel transformation; e ¼ electricity generation and
distribution; d ¼ device conversion (end-use).

The resulting compound efficiencies for energy chains are shown
in Table 5, organised by the end-use conversion devices. These
indicate the theoretical efficiency limit for each chain, from fuel to
useful energy, irrespective of any particular combination of
conversion devices. Table 5 demonstrates that the conversion of
fuels to useful energy is typically inefficient, averaging only 11%
across all devices. The efficiency of conversion devices has improved
onlymarginally over the last 15 years, when comparedwith the 10%
calculated by Nakicenovic et al. [16]. This small absolute improve-
ment in average device efficiency places into sharp contrast the
reported and acclaimed 15% relative improvement in global energy
efficiency between 1990 and 2005 IEA [25]. Furthermore, the
compound efficiencies (ec) for energy chains in 2005 range from2 to

25% suggesting any device operating above an efficiency of 20% is
converting energy in an efficient manner.

Most of the inefficiency can be traced to the poor conversion of
energy in end-use conversion devices (ed), which average only 18%.
Looking specifically at this column, it can be seen that engines,
which deliver motion, typically operate with relatively high effi-
ciencies (12e27%) due to intense development motivated by
economic drivers to reduce theweight of both fuel and the engine in

Fig. 3. The global map of energy conversion efficiency.

Table 5
Comparing the efficiency of conversion devices.

Energy chain Conversion efficiencies

ef ee ed ec

% % % %

Aircraft engine 93 100 27 25
Diesel engine 93 100 21 20
Other engine 92 78 25 18
Electric motor 93 32 56 17
Petrol engine 93 100 12 12
Motion average 93 77 24 17

Coal burner 90 100 19 17
Oil burner 93 100 15 14
Gas burner 91 100 13 12
Electric heater 93 32 24 7
Biomass burner 95 100 7 6
Heat exchanger 93 17 13 2
Heat average 93 76 14 10

Light device 93 34 12 4
Cooler 93 33 7 2
Electronic 93 32 6 2
Other average 93 33 8 2

Overall Average 93 70 18 11

Notes: e ¼ exergy efficiency, with subscripts, f ¼ fuel transformation; e ¼ electricity
generation; d ¼ end-use device conversion; c ¼ compound efficiency.

J.M. Cullen, J.M. Allwood / Energy 35 (2010) 2059e2069 2065
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New Jersey CO2 Emissions in 2009
(Total = 111 Mt CO2; 12.7 t/person)

Data from EIA

Transportation
38%

Industrial
12%

Commercial
26%

Residential
24%

New Jersey Primary Energy Consumption in 2009
(Total = 701 TWh; 80,000 kWh/person)



NJ State Energy Master Plan 2011
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Figure 13.  2011 New Jersey Energy Generation by Fuel Type (MWh and %) 

Natural Gas; 
28,628,214; 38.08%

Nuclear; 39,046,246; 
51.94%

Renewables; 889,386; 
1.18%Oil; 134,714; 0.18%

Coal; 6,475,488; 8.61%

* Through July 2011

 

New Jersey has four operational nuclear plants as listed in Table 1.
41

 Applications for 20 year 

license extensions for the Hope Creek and Salem nuclear plants were filed with NRC in August 

2009.  A decision by the NRC is pending.  Oyster Creek, an older nuclear plant design, had its 

license renewed in April 2009, but is scheduled to retire in eight years.  The possible replacement 

of Oyster Creek capacity is addressed in Section 7.1.2 of this Report. 

 

Table 1.  Nuclear Plants in New Jersey 

  
Capacity Average Capacity 

Factor (2008-2010) 
Hope 
Creek 1161 MW 95.7% 
Oyster 
Creek 615 MW 92.9% 
Salem 1 1174 MW 92.9% 
Salem 2 1158 MW 88.3% 

 

                                                           
41

 Source: Nuclear Energy Institute Fact Sheet 
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What physical processes led to the formation of the proximal 
energy sources we use today?

Each group will be assigned some energy sources. Briefly discuss 
where these sources came from, over the 4.6 billion year history 

of the solar system, then return to discuss with the class.

Where does our energy come from?

1. Solar
2. Wind
3. Hydro

4. Nuclear 
5. Geothermal

6. Biomass
7. Coal, Natural Gas, and Petroleum
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• Conversion of 
nuclear energy 
(nuclear fusion)

Solar Energy Flux

~1,360 W/m2 (cross-section at Earth’s orbit)

~174,000 TW total to Earth

Wikipedia



Energy balance of the Earth

team view of the closure for the TOA radiation budget. 
The TOA imbalance in the original CERES products 
is reduced by making largest changes to account for 
the uncertainties in the CERES instrument absolute 
calibration. They also use a lower value for solar 
irradiance taken from the recent TIM observations 
(Kopp et al. 2005).

Several atlases exist of surface f lux data, but 
they are fraught with global biases of several tens 
of watts per meter squared in unconstrained VOS 
observation-based products (Grist and Josey 2003) 
that show up, especially when net surface flux fields 
are globally averaged. These include some based on 
bulk flux formulas and in situ measurements, such as 
the Southampton Oceanographic Centre (SOC) from 
Grist and Josey (2003), WHOI (Yu et al. 2004; Yu and 
Weller 2007), and satellite data, such as the HOAPS 
data, now available as HOAPS version 3 (Bentamy 
et al. 2003; Schlosser and Houser 2007). The latter 
find that space-based precipitation P and evapora-
tion E estimates are globally out of balance by about 
an unphysical 5%. There are also spurious variations 
over time as new satellites and instruments become 
part of the observing system.

Zhang et al. (2006) find uncertainties in ISCCP-FD 
surface radiative fluxes of 10–15 W m−2 that arise from 
uncertainties in both near-surface temperatures and 
tropospheric humidity. Zhang et al. (2007) computed 
surface ocean energy budgets in more detail by com-
bining radiative results from ISSCP-FD with three 

surface turbulent f lux estimates, from HOAPS-2, 
NCEP reanalyses, and WHOI (Yu et al. 2004). On 
average, the oceans surface energy flux was +21 W m−2 
(downward), indicating that major biases are present. 
They suggest that the net surface radiative heating 
may be slightly too large (Zhang et al. 2004), but also 
that latent heat flux variations are too large.

There are spurious trends in the ISCCP data (e.g., 
Dai et al. 2006) and evidence of discontinuities at 
times of satellite transitions. For instance, Zhang 
et al. (20007) report earlier excellent agreement of 
ISCCP-FD with the ERBS series of measurements 
in the tropics, including the decadal variability. 
However, the ERBS data have been reprocessed 
(Wong et al. 2006), and no significant trend now 
exists in the OLR, suggesting that the previous agree-
ment was fortuitous (Trenberth et al. 2007b).

Estimates of the implied ocean heat transport from 
the NRA, indirect residual techniques, and some 
coupled models are in reasonable agreement with 
hydrographic observations (Trenberth and Caron 
2001; Grist and Josey 2003; Trenberth and Fasullo 
2008). However, the hydrographic observations also 
contain significant uncertainties resulting from both 
large natural variability and assumptions associated 
with their indirect estimation of the heat transport, 
and these must be recognized when using them to 
evaluate the various flux products. Nevertheless, the 
ocean heat transport implied by the surface fluxes 
provides a useful metric and constraint for evaluating 

products.

THE GLObAL mEAN 
ENERGy bUDGET. 
The results are given here 
in Table 1 for the ERBE 
period, Table 2 for the 
CERES period, and Fig. 1 
also for the CERES period. 
The tables present results 
from several sources and 
for land, ocean, and global 
domains. Slight differences 
exist in the land and ocean 
masks, so that the global 
value may consist of slight-
ly different weights for each 
component.

ERBE period results . For 
the ERBE period, Table 1 
presents results from KT97 
for comparison with those 

Fig. 1. The global annual mean Earth’s energy budget for the mar 2000 to 
may 2004 period (W m–2). The broad arrows indicate the schematic flow of 
energy in proportion to their importance.

314 MARCH 2009| Trenberth et al., 2009
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• Conversion of 
gravitational 
energy (planetary 
accretion and 
differentiation)

• Conversion of 
nuclear energy 
(fission of 
radioactive 
nuclides)

Geothermal Energy Flux

~65 mW/m2 over continents
~100 mW/m2 over oceans

44 TW total

Wikipedia



Energy balance of photosynthesis

23
Zhu et al., 2008

Note units should be per nm, not per s

at maximum efficiency

~4 kWh/kg biomass energy density
~2 kWh/kg C
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Global annual net primary productivity
(g C/m2/y) for the biosphere

C B Field et al. Science 1998;281:237-240

Total = 105 Pg C/yr (~200,000 TWh/yr = ~23 TW),
of which ~0.1% is buried for the long term,

of which ~0.05% will turn into fossil fuels (very roughly)
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humans, including the organic matter that is lost during the
harvesting and processing of whole plants into end products. We
started with data from the Food and Agriculture Organization
(FAO) on products consumed in 1995, for 230 countries in seven
categories: vegetal foods, meat, milk, eggs, wood (for building and
fuel), paper and fibre11. To these data we applied harvest, processing
and efficiency multipliers, as well as estimates of below-ground
production, to reconstruct the total amount of NPP required to
derive the final products (Table 1, see Methods). We then calculated
the per capita HANPP of each country and applied these values to a
gridded database of the human population with a 0.258 spatial

resolution12 (this resolution was chosen to match that of the NPP
data, see below). Our method assumes a homogeneous per capita
consumption rate within each country, which, although unsup-
ported in some cases, is a reasonable starting point7,10. In addition,
terrestrial HANPP does not directly capture other important forms
of environmental impact, including freshwater co-option, use of
fossil fuels and appropriation of NPP from freshwater or marine
systems1.
The resulting map depicts the spatial pattern of HANPP, showing

where the products of terrestrial photosynthesis are consumed
(Fig. 1a). Summing for the globe, we estimated annual HANPP to

Figure 1 Spatial distribution of the annual NPP resources required by the human population. As measured by a, HANPP and b, HANPP as a percentage of local NPP. Both maps use the
intermediate estimate for HANPP and are in units of carbon.

Table 1 Product multipliers for estimation of HANPP

Product/multiplier* High estimate Intermediate estimate Low estimate
...................................................................................................................................................................................................................................................................................................................................................................

Vegetal food, fibre and grain fed to livestock†
Post harvest losses20,21 0.4 0.10 (I) 0.40 (D) 0.1
Crop residue22 1.28 0.71 0.14
Milk efficiency factor26,27(kg grain/kg milk) 0.3 0.3 (I) 0.20 (D) 0.2
Eggs efficiency factor26,27 (kg grain/kg eggs) 2.2 2.2 (I) 1.6 (D) 1.6
Wood and paper
Milling loss23 0.34 0.07 (I) 0.34 (D) 0.07
Harvest loss24 0.54 0.22 (I) 0.54 (D) 0.22
Recycling (paper only)25 20.20 20.25 (I) 20.20 (D) 20.25
Carbon/organic matter conversion29 0.50 0.475 0.45
Roots (short/tall vegetation)13 2.0/1.5 2.0/1.5 2.0/1.5
...................................................................................................................................................................................................................................................................................................................................................................

*Multipliers were used to cumulatively add organic matter to the mass of FAO-reported products in a logical sequence (from top down in the table). Multipliers were either applied equally to all countries or
were applied separately to industrialized (I) and developing countries (D). Development status was assigned according to ref. 22.
†For meat products, the only variable adjusted to derive high and low estimates is the efficiency with which grain feeds are produced.
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Human 
appropriation 
of terrestrial 
NPP

be 11.5 Pg carbon (24.2 Pg organic matter; 1Pg ¼ 1015 g) (Table 2).
This value is lower than the intermediate estimates of earlier
studies3,4 (40.6 and 39 Pg organic matter, respectively), but the
difference is largely due to items we have omitted. First, we included
only the NPP required to produce consumed goods, not the
components of NPP that are lost to land transformation (for
example, ‘shifting cultivation’ and ‘land clearing’3). Second, we do
not treat below-ground biomass in grazed lands as being appro-
priated by humans because we assume that most of it survives
grazing. If we include these components in our analysis, our global
estimate increases to 20.8 Pg carbon (43.8 Pg organic matter), a
value remarkably close to those reported in the previous studies3,4,
despite differences in method.
To address uncertainties we bracketed our estimate of HANPP

with low and high calculations using the range of efficiency, loss and
residue multipliers reported in the literature (Table 1). For the
intermediate estimate we applied these multipliers according to
each country’s development status11. For low and high estimates we
applied to all countries the multipliers that produce minimum and
maximum values. Our low and high estimates for HANPP are 8.0
and 14.8 Pg carbon, respectively (Table 2).
To compare HANPP to the global pattern of NPP, we mapped

terrestrial NPP using a carbon model driven by global satellite-
derived vegetation index and climate data obtained between 1982
and 1998 (refs 13, 14). The use of data collected over such a long
baseline reduces short-term variations in NPP while incorporating
the cumulative and more recent effects of human influence on the
land surface. The resulting global map of NPP matches both the
spatial resolution and the time interval of our HANPP data. We
estimate global annual NPP to be 56.8 Pg carbon (119.6 Pg organic
matter); a value that is close to the average of previous estimates15.
Expressing HANPP as a percentage of NPP reveals a spatially

explicit balance sheet of NPP ‘supply’ and ‘demand’ (Fig. 1b),
revealing a level of spatial heterogeneity not seen in earlier studies.
Globally, we found that humans appropriate approximately 20% of
terrestrial NPP, with low and high estimates of 14 and 26%,
respectively (Table 2). Some regions, however, such as western
Europe and south central Asia, consume more than 70% of their
regional NPP (Table 3). Conversely, HANPP in other regions is less

than 15% of NPP, with the lowest value (about 6%) found in South
America. At local scales the spatial variation inHANPP is evenmore
striking, varying from nearly 0% of local NPP in sparsely populated
areas to over 30,000% in large urban centres (Fig. 1b).

Human populations clearly are not limited to consuming the
products of local photosynthesis. Regional and global trade trans-
ports these products widely, such that the environmental impacts of
human consumption are partly realized far fromwhere products are
actually consumed. International trade may also affect HANPP
because imported goods are often produced using different effi-
ciencies than those in the consuming country (Table 1). Our high
and low estimates set upper and lower boundaries for this latter
uncertainty, but our analyses do not explicitly consider transpor-
tation issues. Nevertheless, the maps (Fig. 1) identify areas that
clearly require net imports of NPP, and they depict the distribution
of local impacts accompanying population and consumption (such
as waste production, pollution and urbanization). Measuring the
global flows of NPP-based goods is a significant future challenge to
understanding the environmental impacts of human popu-
lations16,17.

The equation I ¼ PAT (ref. 18) describes the overall ecological
impact (I) of human activities, which involves the product of
population size (P), per capita consumption (A, for ‘affluence’)
and the technologies employed (T). Our results illustrate the
importance of each of these factors. The role of population is
clear from Fig. 1, despite vast differences in consumption among
nations. For example, east and south central Asia, with almost a half
of the world’s population (Table 3), appropriates 72% of its regional
NPP despite having the lowest per capita consumption of any region
(1.29 tonnes (t; 1t ¼ 106 g) yr21). Affluence also plays an important
part. Average annual per capita HANPP for industrialized countries
(3.2 t) is almost double that of developing nations (1.8 t), which
host 83% of the global population19. If the per capita HANPP of
developing nations increased to match that of industrialized
countries, global HANPP would increase by 75% to 20.2 Pg carbon
(that is, 35% of the current global NPP). Finally, technologies
strongly determine the efficiency with which NPP is appropriated.
In industrialized countries, for example, 1 t of milled lumber
requires approximately 1.3 t of harvestable above-ground tree
biomass, whereas in developing countries over 2 t is required
(Table 1).

Changing patterns of HANPP will have important consequences
for human welfare and global biodiversity. Further growth and
development in areas of high HANPP is likely to impoverish local
ecosystems and diminish the vital services they provide8. These
areas will also require increased NPP imports, alterations to flows of
NPP-based products and exertions of greater pressure on ecosys-
tems elsewhere16,17. Improved technologies, meanwhile, may help to
reduce HANPP through better efficiencies and product substi-
tutions. These changes will be complex, interacting and difficult
to predict. Spatially explicit measures of HANPP, however, will help
to illuminate current human impacts on the biosphere, monitor
changes in these impacts over time and explore the potential of
various policies for alleviating them. A

Table 2 Annual global HANPP estimates

Product
Low estimate

(Pg C)
Intermediate estimate

(Pg C)
High estimate

(Pg C)
.............................................................................................................................................................................

Vegetal food 0.90 1.73 2.95
Meat 1.69 1.92 2.22
Milk 0.15 0.27 0.43
Eggs 0.09 0.17 0.26
Food (subtotal) 2.83 4.09 5.86

Paper 0.20 0.28 0.38
Fibre 0.32 0.36 0.42
Wood (fuel) 2.68 4.31 4.71
Wood (construction) 1.97 2.50 3.44
Wood and fibre (subtotal) 5.17 7.45 8.95

Total 8.00 11.54 14.81
% of annual NPP (56.8 Pg) 14.10 20.32 26.07

.............................................................................................................................................................................

Table 3 HANPP for selected regions of the world (intermediate estimate)

Region* Area (106 km2) Population (106) Per capita HANPP (t) NPP (Pg) HANPP (Pg) HANPP (% of NPP)
...................................................................................................................................................................................................................................................................................................................................................................

Africa 31.1 742 2.08 12.50 1.55 12.40
East Asia 11.9 1,400 1.37 3.02 1.91 63.25
South central Asia 10.9 1,360 1.21 2.04 1.64 80.39
Western Europe 1.20 181 2.86 0.72 0.52 72.22
North America 19.7 293 5.40 6.67 1.58 23.69
South America 18.4 316 3.11 16.10 0.98 6.09
...................................................................................................................................................................................................................................................................................................................................................................

*Definitions of regions were taken from ref. 22.

letters to nature
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~20% total (~10 Pg C = ~20,000 TWh = ~2 TW)



Coal: fossil fuel from ancient swamps
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http://www.uky.edu/KGS/coal/coalform.htm

Lignite is  60-75% C
Anthracite > 91.5% C

Proved recoverable lignite and coal 
reserves (WEC, 2010):

860 Gt globally
240 Gt USA

Equivalent to ~8 y terrestrial NPP, ~8 
ky of terrestrial NPP burial

http://www.uky.edu/KGS/coal/coalform.htm
http://www.uky.edu/KGS/coal/coalform.htm


US coal reserves
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USGS OF 96-92



Petroleum and natural gas:
fossil fuels from ancient oceans
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Tucker (2001)
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*  Mixed shale & chalk play   
   **  Mixed shale & limestone play

   *** Mixed shale & tight dolostone-
si ltstone-sandstone play

Stacked plays
Current shale plays

Shallowest / youngest

Deepest / oldest

Basins
Prospective shale plays

Intermediate depth / age

Proved recoverable conventional oil 
reserves (WEC, 2010): 163 Gt 
globally, 3 Gt USA

Prospective oil shale resource in 
Canada: 105 Gt

Proved recoverable conventional 
natural gas reserves (WEC, 2010): 
148 Gt globally, 6 Gt USA
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How does our energy use fit into 
natural energy flows?

Human primary power demand: 15 TW
– Fossil fuel use: 12 TW
– Human appropriation of net primary productivity: 2 TW

Solar flux to surface: 184 W/m2 = 94,000 TW
Geothermal flux: 44 TW
Net primary productivity: 23 TW

– Buried net primary productivity:  ~23 GW
– that ultimately turns into fossil fuels: ~10 MW
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How has this changed over time?

Think about your personal energy consumption, and 
about the energy sources that underlie it.

In 1800, at the start of the Industrial Revolution, the 
world had a population of ~900 million and a GDP 
of ~$200 billion (compared to ~7 billion and ~$63 

trillion today).

How much energy do you have at your disposal 
today compared to the average person of 1800? 

Write down your estimate.
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Est. Global Energy
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1800 (~600 kWh/person/yr [vs. ~20,000 in 2000])

assuming constant energy intensity (~0.4 Wh/$)
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1800 (~600 kWh/person/yr [vs. ~20,000 in 2000])

assuming constant energy intensity (~0.4 Wh/$)

The average American today has about ~100,000 TWh/yr 
at his/her disposal. By this calculation, that’s equivalent to 

~170 people of 1800. 
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Other Renewable Energy¹ 

Source: U.S. Energy Information Administration Annual Energy Review, Tables 1.3, 10.1, and E1. 
¹ Geothermal, solar/PV, wind, waste, and biofuels. 
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Energy supplies evolve over time

As technologies advance, the global energy mix
will grow more diverse and less carbon-intensive

Considering that 100 years ago, most of the world’s energy came 

from wood and coal, it is clear that energy supplies can change 

dramatically over time. While government policies and consumer 

preferences each play a role in this evolution, the biggest factor 
is advancements in technology, which shape both demand for 

energy and the supplies used to meet that demand. Economics 

and affordability are key factors that enable a fuel to reach the 

scale needed to penetrate the market.

Over the next 30 years, advances in technology will continue 

to remake the world’s energy landscape. Fuels will continue to 

grow less carbon-intensive and more diverse.

Global supplies of two of the world’s most essential fuels – 

oil and natural gas – will be expanded through the ongoing 

application of new technologies, including advancements in 

unconventional and deepwater production. By 2040, oil, gas 
and coal will continue to account for about 80 percent of 
the world’s energy demand. The scale and affordability of these 

fuels position them to be the major long-term supplies over the 

next several decades.

Nuclear energy, one of the most significant energy breakthroughs 

of the last century, also will see strong growth through 2040. The 

expansion of nuclear energy will be encouraged by a desire to 

reduce emissions, but also by new technologies that can strengthen 

confidence in the safety of nuclear power.

At the same time, the world will see meaningful growth in 
renewable fuels. The largest contribution will be from wind, but 

growth also will be seen in solar, biofuels and geothermal energy. 

Advances in technology will be necessary to make these fuels 
more practical and economic, increasing their penetration in 

consumer markets. By 2040, modern renewable fuels are expected 

to account for about 7 percent of global energy demand, compared 

to 3 percent in 2010.

Global fuel mix by decade
Percent
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Source: Smil, Energy Transitions (1800-1960)
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Newcomen steam 
engine (1712)

BBC

Watt steam engine 
(1775)

http://en.wikipedia.org/wiki/File:Newcomen_atmospheric_engine_animation.gif
http://en.wikipedia.org/wiki/File:Newcomen_atmospheric_engine_animation.gif
http://www.bbc.co.uk/history/interactive/animations/beam_engine/index_embed.shtml
http://www.bbc.co.uk/history/interactive/animations/beam_engine/index_embed.shtml


Rankine Cycle
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1820-1872

Wikipedia

(underlies modern thermoelectric plants)



Is the current energy system 
sustainable? What are the major 

associated risks?

41

Brainstorm some possible limits to and potential risks 
associated with the current global energy system.



Big Risk:
Climate Change

42
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Since 1750:
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Since 1750:

• ~110 ppm increase in 
atmospheric CO2

GlobalWarmingArt.com 43



Since 1750:

• ~110 ppm increase in 
atmospheric CO2

• ~1.1 trillion tonnes 
CO2 emitted from 
fossil fuels and 
cement production

GlobalWarmingArt.com 43
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Since 1880:

• ~100 ppm increase in 
atmospheric CO2

GlobalWarmingArt.com

1750        1800        1850        1900         1950      2000
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Since 1880:

• ~100 ppm increase in 
atmospheric CO2

• ~0.8ºC increase in 
mean global 
temperature

GlobalWarmingArt.com

1750        1800        1850        1900         1950      2000
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MIT IGSM projections for 2041-2050 and 2091-2100
(“Business-as-usual” no policy case)

CO2 Surface Temperature

Red: Emissions Uncertainty
Green: Climate and Carbon Cycle Uncertainty
Blue: Combined Uncertainty

Sokolov et al. (2009)45
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“Nobody can do without energy. The relationship between economic 
growth and the demand of energy is crucial, and the availability of 
energy sources to economies is crucial.”

Maria van der Hoeven
Executive Director, International Energy Agency

Trillions of 2005 dollars 
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Without improved efficiency 
and intensity gains, OECD 
demand would grow by nearly 
90 percent and Non OECD by 
more than 250 percent.

OECD energy demand flattens through 2040, 
but Non OECD demand rises by 60 percent 
as energy efficiency improves in all regions

The world’s economies will continue to grow, but at varying 

rates. ExxonMobil sees OECD economies expanding by 
about 2 percent a year on average through 2040, as the 

United States, European nations and others gradually recover 

and return to sustained growth. Non OECD economies will 
grow much faster, at almost 4.5 percent a year.

This economic growth – and the improved living standards it 

enables – will require more energy. ExxonMobil expects global 
energy demand to be about 30 percent higher in 2040 
than in 2010. While that is a significant increase, and meeting 

it will require trillions of dollars in investment and advances in 

energy technology, growth in energy use would be more than 
four times that amount were it not for expected gains in 
energy efficiency across the world’s economies. Some of 

these efficiency gains will come from ongoing improvements 

in technologies and energy management practices; some will 

be spurred by policies that impose a cost on CO2 emissions  

(see page 30).

The power of efficiency can be seen most clearly in the more 

mature economies of the OECD where energy demand 
will remain essentially flat through 2040 even as GDP 

nearly doubles. 

Efficiency will have a big impact in Non OECD countries, 

too. But these gains will not be enough to offset the rise in 

energy demand associated with having five-sixths of the 

world’s population accelerating its progress toward better 

living standards and greater prosperity. ExxonMobil sees 

Non OECD energy demand rising by nearly 60 percent. 
However, even by 2040, per-capita energy use in these 

countries will be about 60 percent less than in the OECD.

46Exxon 2011
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Natural gas will become the world’s number-two 
fuel as demand shifts to lower-carbon sources

Even with advances in efficiency, rising populations and 

expanding economies will produce a net increase in global energy 

demand. Demand for all forms of energy is projected to rise at an 

average annual rate of 0.9 percent a year from 2010 to 2040. 

Oil will remain the world’s top energy source, led by 70-percent 

growth in liquid petroleum demand in Non OECD nations. The 
fastest-growing major energy source will be natural gas, 
with global demand rising by about 60 percent from 2010 
to 2040. By 2025, natural gas will have risen to become the 

second most widely used source of energy worldwide.

Demand for coal, on the other hand, will peak around 2025 
and then decline, as improved efficiency couples with a shift 

to less carbon-intensive energies, particularly in the electricity 

generation sector (see page 28). This shift will be led by the OECD, 

but even China, which today accounts for close to 50 percent of 

global coal demand, will see its coal usage fall by more than  

10 percent through 2040. This would mark the first long-term decline 

in global coal usage since the start of the Industrial Revolution. 

Nonetheless, oil, gas and coal combined account for about 
four-fifths of the fuel mix throughout the Outlook period.

Global demand for the least carbon-intensive fuels –  
natural gas, nuclear and renewables – will rise at a faster-
than-average rate. Nuclear power will grow on average at 

about 2.2 percent a year – a substantial increase, but lower than 

projections prior to the 2011 tsunami damage to the Fukushima 

plant in Japan. 

Wind, solar and biofuels also will see strong growth. By 2040, 

they will account for about 4 percent of global demand. Growth 
in wind power is especially rapid. Wind is the fastest-growing 

energy source in the Outlook period, rising at about 8 percent a 

year – or more than 900 percent – over the period. 

Global energy demand by fuel type
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From its peak in 2025, coal 
will decline by more than 
10 percent by 2040.

xxx

2010
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Latin America and 
China are the biggest 
users of hydro power, 
which makes up over 
80 percent of total 
Hydro/Geo supplies. 

60% 
OIL AND NATURAL GAS

SHARE OF GLOBAL DEMAND

By 2040, oil and natural gas will be 
the world’s top two energy sources, 
accounting for about 60 percent of 
global demand, compared to about 
55 percent today. Gas is the fastest- 
growing major fuel source over this 
period, growing at 1.6 percent per 
year from 2010 to 2040. Investments 
and new technologies, applied over 
many years and across multiple 
regions, will enable energy supplies 
to grow and diversify (see page 36).

The world’s energy continues to evolve

34     exxonmobil.com/energyoutlook

Global energy-related CO2 emissions 
reach a plateau in coming decades

Decades-long climb in emissions is projected  
to crest around 2030; OECD emissions decline 
20 percent

Concerns about the risks posed by rising greenhouse gas 

(GHG) emissions have prompted many countries to seek to 

curb their energy-related CO2 emissions. Emissions growth is 

already slowing on a global level, and emissions are falling in 

North America, Europe and other OECD regions. But from now 

to 2040, several factors will combine to produce an important 

milestone: ExxonMobil expects that global energy-related 
CO2 emissions will reach a plateau around 2030, and will 

remain essentially unchanged from 2030 through 2040.

What will cause global CO2 emissions to level off? In the OECD, 

emissions are expected to decline by 20 percent over the Outlook 

period. Another important factor is China, which today accounts 

for one-quarter of global emissions. China’s emissions are 
expected to begin declining after about 2025, ending 

decades of very large increases associated with rapid 

economic development and industrial activity. 

China’s drop in emissions will be brought about by many of 

the same trends at work today in the OECD. The biggest 
factor is improved efficiency: vehicles with better fuel 

economy, more efficient power plants and new technologies 

and practices that save energy across all end-use sectors. 

A shift toward less carbon-intensive fuels, particularly 
in the electricity generation sector, also will play a role. 

In China, as in the OECD, demographic trends also are 

moderating energy demand and emissions (see page 6).

Because of efficiency and a shift to lower-carbon fuels, from 

2010 to 2040, the rate of increase in global CO2 emissions 

will be about half the rate of growth in global energy demand. 

However, the projected downturns in emissions in the 
OECD and China will be offset by continued increases 
from other Non OECD nations, such as India.

Energy-related CO2 emissions by region Energy-related CO2 emissions by sector
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70% 
NON OECD SHARE OF

CO2 EMISSIONS BY 2040

Rapid growth in economies and 
energy demand will continue to 
push energy-related CO2 emissions 
higher in most Non OECD 
countries. A notable exception 
is China, where emissions are 
expected to decline around 2025 
after decades of steep increases. 
By 2040, the Non OECD will 
account for more than 70 percent 
of global CO2 emissions, compared 
to 60 percent in 2010. 
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Hansen (2012)

Swart & Weaver (2012)(oil-in-place includes difficult 
to produce resources)



Shorter Term Risk:
Energy Security

49
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Other problem...

conservationreport.org

(only showing conventional oil – 
including tar sands would make 

Canada larger than Iran)
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Other problem...

  15  

Spot crude prices
        Nigerian  West Texas
    Dubai  Brent  Forcados  Inter
US dollars per barrel   $/bbI*  $/bbI†  $/bbI  $/bbI‡

1973   2.83  –  –  –
1974   10.41  –  –  –
1975   10.70  –  –  –
1976   11.63  12.80  12.87  12.23
1977   12.38  13.92  14.21  14.22
1978   13.03  14.02  13.65  14.55
1979   29.75  31.61  29.25  25.08
1980   35.69  36.83  36.98  37.96
1981   34.32  35.93  36.18  36.08
1982   31.80  32.97  33.29  33.65
1983   28.78  29.55  29.54  30.30
1984   28.06  28.78  28.14  29.39
1985   27.53  27.56  27.75  27.98
1986   13.10  14.43  14.46  15.10
1987   16.95  18.44  18.39  19.18
1988   13.27  14.92  15.00  15.97
1989   15.62  18.23  18.30  19.68
1990   20.45  23.73  23.85  24.50
1991   16.63  20.00  20.11  21.54
1992   17.17  19.32  19.61  20.57
1993   14.93  16.97  17.41  18.45
1994   14.74  15.82  16.25  17.21
1995   16.10  17.02  17.26  18.42
1996   18.52  20.67  21.16  22.16
1997   18.23  19.09  19.33  20.61
1998   12.21  12.72  12.62  14.39
1999   17.25  17.97  18.00  19.31
2000   26.20  28.50  28.42  30.37
2001   22.81  24.44  24.23  25.93
2002   23.74  25.02  25.04  26.16
2003   26.78  28.83  28.66  31.07
2004   33.64  38.27  38.13  41.49
2005   49.35  54.52  55.69  56.59
2006   61.50  65.14  67.07  66.02
2007   68.19  72.39  74.48  72.20
2008   94.34  97.26  101.43  100.06
2009   61.39  61.67  63.35  61.92
2010   78.06  79.50  81.05  79.45

*1 972-1985 Arabian Light, 1986-2010 Dubai dated. Source: Platts.
†1 976-1983 Forties, 1984-2010 Brent dated.
‡1 976-1983 Posted WTI prices, 1984-2010 Spot WTI (Cushing) prices.

mediate

1861-1944 US average.
1945-1983 Arabian Light posted at Ras Tanura.
1984-2010 Brent dated.
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Though net imports are declining:
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Where does our crude oil come from today?
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of which, about half is used domestically 
and half is refined and exported...



What demand-side alternatives 
are there? What are the barriers?

54

Consider the readings and your personal energy audit.

In your groups, consider ways of reducing energy 
consumption. Which would seem to be most effective? For 
ones that can be adopted at an individual level, what is 

preventing you from adopting them? For ones that require 
societal action, what do you think the barriers are?



What supply-side alternatives are 
there? What are the barriers?

55

In your groups, discuss what alternative, low-carbon energy 
supply options are there. What are some barriers to their 

deployment?
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ENERGY
TECHNOLOGY
PERSPECTIVES

Scenarios &
Strategies

to 2050

© OECD/IEA - 2010

Key technologies for reducing global CO2
emissions under the BLUE Map scenario

A wide range of technologies will be necessary to reduce energy-
related CO2 emissions substantially.
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energy research can never get enough 
money to satisfy its promoters: In 2010 
the U.S. President’s council of advisors 
recommended raising the total for U.S. 
energy research to $16 billion a year; 
that is actually too little considering the 
magnitude of the challenge—but too 
much when taking into account the as-
tonishing unwillingness to adopt many 
readily available and highly effective 
existing fixes in the first place.

Enough to Go Around?
Although all this might be dismissed 
as an inevitable result of the desirably 
far-flung (and hence inherently ineffi-
cient) search for solutions, as an ex-
pected bias of promoters devoted to 
their singular ideas and unavoidably 
jockeying for limited funds, I see more 
fundamental, and hence much more 
worrisome, problems. Global energy 
perspective makes two things clear: 
Most of humanity needs to consume 
a great deal more energy in order to 
experience reasonably healthy lives 
and to enjoy at least a modicum of 
prosperity; in contrast, affluent nations 
in general, and the United States and 
Canada in particular, should reduce 
their excessive energy use. While the 
first conclusion seems obvious, many 

find the second one wrong or outright 
objectionable. 

In 2009 I wrote that, in order to re-
tain its global role and its economic 
stature, the United States should 

provide a globally appealing 
example of a policy that would 
simultaneously promote its cap-
acity to innovate, strengthen its 
economy by putting it on sounder 
fiscal foundations, and help to im-
prove Earth’s environment. Its ex-
cessively high per-capita energy 
use has done the very opposite, 
and it has been a bad bargain be-
cause its consumption overindul-
gence has created an enormous 
economic drain on the country’s 
increasingly limited financial re-
sources without making the na-
tion more safe and without deliv-
ering a quality of life superior to 
that of other affluent nations.

I knew that this would be considered 
a nonstarter in the U.S. energy policy 
debate: Any calls for restraint or reduc-
tion of North American energy use 
are still met with rejection (if not deri-
sion)—but I see that quest to be more 
desirable than ever. The United States 

and Canada are the only two major 
economies whose average annual per 
capita energy use surpasses 300 giga-
joules (an equivalent of nearly 8 tonnes, 
or more than 50 barrels, of crude oil). 
This is twice the average in the rich-
est European Union (E.U.) economies 
(as well as in Japan)—but, obviously, 
Pittsburghers or Angelenos are not 
twice as rich, twice as healthy, twice 
as educated, twice as secure or twice 
as happy as inhabitants of Bordeaux 
or Berlin. And even a multiple adjust-
ment of national per capita rates for 
differences in climate, typical travel dis-
tances and economic structure leaves 
most of the U.S.–E.U. gap intact: This 
is not surprising once it is realized that 
Berlin has more degree heating days 
than Washington D.C., that red peppers 
travel the same distance in refrigerated 
trucks from Andalusia to Helsinki as 
they do from California’s Central Valley 
to Illinois, and that German exports of 
energy-intensive machinery and trans-
port-equipment products surpass, even 
in absolute terms, U.S. sales.

Moreover, those who insist on the 
necessity and desirability of further 
growth of America’s per capita energy 
use perhaps do not realize that, for a 
variety of reasons, a plateau has been 
reached already and that (again for 
many reasons) any upward departures 
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Figure 2. At very low and low per capita consumption levels, higher use of energy is clearly 
tied to rising index of human development, but once energy per capita reaches about 150 
gigajoules per year, the correlation breaks down. More is not better.

Figure 3. Although the efficiency of 
internal combustion engines has increased 
substantially in the past 90 years (particularly 
when the adoption of diesel-powered cars is 
taken into account), the average performance 
of motor vehicles in the Unites States has 
improved only from about 14 miles per 
gallon to about 18 mpg. 
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In the process, the original energy has taken on a 
series of four different identities and experienced 
four conversion losses. A typical coal-fi red electrical 
plant might be 38% effi cient, so a little more than 
one-third of the chemical energy content of the fuel 
is ultimately converted to usable electricity. In other 
words, as much as 62% of the original energy fails 
to fi nd its way to the electrical grid. Once electricity 
leaves the plant, further losses occur during delivery. 
Finally, it reaches an incandescent lightbulb where 

it heats a thin wire fi lament until the metal glows, 
wasting still more energy as heat. The resulting light 
contains only about 2% of the energy content of the 
coal used to produce it. Swap that bulb for a compact 
fl uorescent and the effi ciency rises to around 5%—
better, but still a small fraction of the original.

Another familiar form of conversion loss occurs 
in a vehicle’s internal combustion engine. The 
chemical energy in the gasoline is converted to heat 

Example of energy lost during conversion 
and transmission. Imagine that the coal 
needed to illuminate an incandescent 
lightbulb contains 100 units of energy when 
it enters the power plant. Only two units of 
that energy eventually light the bulb. The 
remaining 98 units are lost along the way, 
primarily as heat.
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cars charge at a rate roughly a thousand times slower 

than the rate of refueling with gasoline, meaning 

overnight charging is required to store enough energy 

for a day’s worth of driving. For most Americans in 

the fast-paced 21st century, that’s an unacceptably 

long time span. 

ENERGY AND THE INDIVIDUAL
Energy trade-offs and decisions permeate society, 

directly affecting everyday quality of life in many 

ways. Some effects may be most noticeable at 

home—or at least in household energy bills due 

to the rising costs of heating oil and natural gas. 

Residential energy use accounts for 21% of total 

U.S. consumption, and about one-third of that 

goes into space heating, with the rest devoted, in 

decreasing proportions, to appliances, water heating, 

and air-conditioning. So our personal preferences 

Measuring Energy
Energy exists in many forms, so there are many 
ways to quantify it. Two of the most widely used 
for general purposes are the British Thermal Unit 
(BTU), which is a measure of energy content, and 
the watt, which is a measure of power, or how 
fast energy is used.

One BTU is the amount of energy needed to 
raise a pound of water by one degree Fahrenheit. 
That’s not a very large amount. One cubic foot of 
natural gas contains around 1,000 BTUs. A gallon 
of gasoline is about 124,000 BTUs, and a ton of 
coal represents about 20 million BTUs. Enormous 
quantities, such as total U.S. energy consumption 
in a year, are expressed in “quads.” One quad is 
a quadrillion—that is, a million billion, or 1015—
BTUs. America consumed about 100 quads in 2006. 

One watt of power is equal to one ampere (a 
measure of electric current) moving at one volt 
(a measure of electrical force). Again, this is a 
fairly small unit. U.S. household electricity is 
provided at 120 volts. So a 60-watt lightbulb 
needs half an ampere of current to light up. For 
larger quantities, watts are usually expressed 
in multiples of a thousand (kilowatt), million 
(megawatt), or billion (gigawatt). A big coal, 
natural gas, or nuclear electrical plant can 
produce hundreds of megawatts; some of the 
largest generate one or more gigawatts. A typical 
wind turbine has a one megawatt rating, and the 
largest are now four megawatts when turning. 
An average U.S. household consumes electricity 
at the rate of a little more than one kilowatt, for 
an annual total of about 10,000 kilowatt-hours 
(kilowatt-hours equal power multiplied by time). 

Percentage of energy consumed by each 
economic sector in the United States in 2006.*

* Percentages do not sum to 100% due to independent round ing .

NAS 2008

11

are intimately tied to, and immediately affect, the 
nation’s overall energy budget.

Our individual automotive and public-transit choices 
also have a substantial impact, because transportation 
takes up 28% of all U.S. energy consumption (and 
about 70% of all petroleum use). Even the 50% 
of total U.S. energy consumption that goes to 
commercial and industrial uses affects every single 
citizen personally through the cost of goods and 
services, the quality of manufactured products, the 
strength of the economy, and the availability of jobs.

The condition of the environment also holds 
consequences for all of us. Carbon dioxide (CO2) 

concentration in the atmosphere has risen about 

40% since the beginning of the industrial revolution—
from 270 parts per million (ppm) to 380 ppm—and 
contributes to global warming and ensuing climate 
change. At present, the United States emits approxi-
mately one-fourth of the world’s greenhouse gases, 
and the nation’s CO2 emissions are projected to rise 
from about 5.9 billion metric tons in 2006 to 7.4 
billion metric tons in 2030, assuming no changes to 
the control of carbon emissions. Of course this is not 
just a national concern. Worldwide, CO2 emissions 
are projected to increase substantially, primarily as a 
result of increased development in China and India. 
Future decisions about whether and how to limit 
greenhouse gas emissions will affect us all. 

Before we can consider ways to improve our energy 
situation we must fi rst understand the resources we 
currently depend on, as well as the pros and cons of 
using each one.

Energy usage in the U.S. residential sector in 2006.

CO2 emissions by U.S. economic sector and energy 
source in 2005.
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Figure 1: (Top) Electricity consumption (red), savings (dark green) and potential savings (light green) from the 
buildings and industrial sectors in SEAD economies in 2030. (Bottom) As above, but for primary energy demand 
rather than electricity consumption. In both plots, from left to right, the (potential) savings shown in green result 
from (1) appliance efficiency standards that have become effective between Jan. 2010-Apr. 2011, (2) appliance 
efficiency standards issued between Jan. 2010 and Apr. 2011, (3) standards currently in development (as of Apr. 
2011), (4) advancing all SEAD economies to the world’s best standards by 2015 and sustaining progressive 
improvements in energy efficiency thereafter. “Base Case” shows electricity demand in 2030 in the absence of any 
regulations effective after December 2009. “With EE” shows electricity demand assuming full realization of best 
practice EE potential. SEAD economies are responsible for about half of global electricity and energy demand. 
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Figure 2: (Top) Potential electricity consumption savings in SEAD economies from appliance and equipment 
efficiency for major end uses. (Bottom) As above, but for primary energy demand rather than electricity 
consumption. In both plots, the bottom bar shows total potential, calculated by assuming that all SEAD economies 
move to the world’s best standards in 2015 and sustain progress by increasing standards again in 2020. The top bar 
shows potential due to regulations in development in SEAD economies as of April 2011. 

 

 

0 500 1000 1500

Total Potential

Under 
Development

2030 Electricity Consumption Savings Potential (TWh)

Lighting Residential - Heating and Cooling
Residential - Refrigeration Residential - Water Heating
Standby Televisions
Commercial - Heating and Cooling Commercial - Refrigeration
Distribution Transformers Motors

0 5,000 10,000 15,000 20,000

Total Potential

Under 
Development

2030 Primary Energy Demand Reduction Potential (PJ/year)

Lighting Residential - Heating and Cooling
Residential - Refrigeration Residential - Water Heating
Standby Televisions
Commercial - Heating and Cooling Commercial - Refrigeration
Distribution Transformers Motors

Appliance 
efficient potential 
in SEAD partners 

from best 
practice adoption



2 0 1 0

ENERGY
TECHNOLOGY
PERSPECTIVES

Scenarios &
Strategies

to 2050

© OECD/IEA - 2010

Primary energy demand by fuel and by scenario

By 2050, coal, oil and gas demand are all lower than today under 
the BLUE Map scenario.

0

1 000

2 000

3 000

4 000

5 000

6 000

7 000

8 000

M
to

e 2007 Baseline 2050 BLUE Map 2050

-27%

-36%

61

1Mtoe = 11.6 TWh



62

RECALL: How does our energy use 
fit into natural energy flows?

Human primary power demand: 15 TW
– Fossil fuel use: 12 TW
– Human appropriation of net primary productivity: 2 TW

Solar flux to surface: 184 W/m2 = 94,000 TW
Geothermal flux: 44 TW
Net primary productivity: 23 TW

– Buried net primary productivity:  ~23 GW
– that ultimately turns into fossil fuels: ~10 MW



Resource availability

63Cho (2010), Science

At 184 W/m2 and 30% efficiency, how much area would 
it take to produce 15 TW from solar?



Challenge: Power density

64Cho (2010), Science

San Jose Power Consumption = 740 MW
1 hectare = 10,000 m2

multiply by ~20,000 to get area to power world



Challenges: 
Intermittency and 

Scalability

65Smil, 2011

2011    May–June     215www.americanscientist.org

are highly unlikely. In 2010 U.S. en-
ergy consumption averaged about 330 
gigajoules per capita, nearly 4 percent 
lower than in 1970, and even the 2007 
(pre-crisis) rate of 355 gigajoules (GJ) 
per capita was below the 1980 mean 
of 359 GJ. This means that the U.S. per 
capita consumption of primary energy 
has remained essentially flat for more 
than one generation (as has British en-
ergy use). How much lower it could 
have been can be illustrated by focus-
ing on a key consumption sector, pas-
senger transport. 

Planes, Trains and Automobiles
After 1985 the United States froze any 
further improvements in its corpor-
ate automobile fuel efficiency (CAFE), 
encouraged a massive diffusion of ex-
ceptionally inefficient SUVs and, at the 
same time, failed to follow the rest of 
modernizing world in building fast 
train links. For 40 years the average per-
formance of the U.S. car fleet ran against 
the universal trend of improving effi-
ciencies: By 1974 it was lower (at 13.4 
miles per gallon [mpg]) than during the 
mid-1930s! Then the CAFE standards 
had doubled the efficiency of new pas-
senger cars by 1985, but with those stan-
dards subsequently frozen and with the 
influx of SUVs, vans and light trucks, 
the average performance of the entire 
(two-axle, four-wheel) car fleet was 
less than 26 mpg in 2006 or no better 
than in 1986—while a combination of 
continued CAFE upgrades, diffusion 
of new ultra low-emission diesels (in-
herently at least 25–30 percent more ef-
ficient than gasoline-powered cars) and 
an early introduction of hybrid drives 
could have raised it easily to more than 
35 or even 40 mpg, massively cutting 
the U.S. crude oil imports for which the 
country paid $1.5 trillion during the first 
decade of the 21st century.  

And the argument that its large ter-
ritory and low population density pre-
vents the United States from joining 
a growing list of countries with rapid 
trains (traveling 250–300 kilometers 
per hour or more) is wrong. The north-
eastern megalopolis (Boston-Wash-
ington) contains more than 50 million 
people with average population den-
sity of about 360 per square kilometer 
and with nearly a dozen major cities 
arrayed along a relatively narrow and 
less than 700-kilometer long coastal 
corridor. Why is that region less suited 
to a rapid rail link than France, the pio-
neer of European rapid rail transport, 

with a population of 65 million and 
nationwide density of only about 120 
people per square kilometer whose 
trains à grande vitesse must radiate from 
its capital in order to reach the farthest 
domestic destinations more than 900 
kilometers away? Apparently, Ameri-
cans prefer painful trips to airports, 
TSA searches and delayed shuttle 
flights to going from downtown to 
downtown at 300 kilometers per hour. 

In a rational world animated by re-
warding long-term policies, not only 
the United States and Canada but also 

the European Union should be boast-
ing about gradual reductions in per 
capita energy use. In contrast, modern-
izing countries of Asia, Latin America 
and, most of all, Africa lag so far be-
hind that even if they were to rely on 
the most advanced conversions they 
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Figure 4. Generation of electricity by wind 
turbines and photovoltaic (PV) cells differs 
in two fundamental ways from thermal 
electricity production. First, as shown 
in the left column, average capacities of 
photovoltaic and wind farms are smaller than 
those of nuclear, coal and even natural gas-
powered generators. (Note the logarithmic 
scale.) Second, the percentage of time that 
the generators can work at full capacity (load 
factor) is much lower. (The capacity factor 
of gas-fired generators is constrained not 
by their ability to stay online but by their 
frequent use as intermittent sources to meet 
demand peaks.) Moreover, differences in 
capacity factors will always remain large. In 
2009 the load factor averaged 74 percent for 
U.S. coal-fired stations, and the nuclear ones 
reached 92 percent, whereas wind turbines 
managed only about 25 percent. (All plots 
show the U.S. averages in 2009.)

Figure 5. Canada’s Sarnia Photovoltaic Power Plant became the world’s largest PV plant at 80 
megawatts of peak power when it was completed in September 2010. It consists of about 1.3 
million thin-film PV panels covering about 966,000 square meters, but its capacity factor is 
expected to be only about 17 percent. (Photo courtesy of First Solar.)

Solutions for intermittency: 
backup, grid design, storage



Proposed offshore wind projects off the U.S. coast (black squares and names).

Kempton W et al. PNAS 2010;107:7240-7245

©2010 by National Academy of Sciences



(Top) One month of power, expressed as CF, from two isolated wind parks (blue and orange lines) 
compared with power from the Atlantic Transmission Grid (Pgrid, thick black line).

Kempton W et al. PNAS 2010;107:7240-7245

©2010 by National Academy of Sciences
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sources that can produce 100 to 300% of
present world power consumption without
greenhouse emissions do not exist operation-
ally or as pilot plants.

Can we produce enough emission-free
power in time? Here we assess the potential
of a broad range of technologies aimed at
meeting this goal.

Improving Efficiency
Efficiency is the ratio of usable energy output
to energy input. Primary energy in metastable
chemical and nuclear bonds includes fossil
fuels, fission fuels, and fusion fuels. “Renew-
ables” are primary energy in natural fluxes
(solar photons, wind, water, and heat flows).
Energy conversion always involves dissipa-
tive losses, losses that in many cases engi-
neers have already expended considerable ef-

fort to reduce. Opportunities still exist to
improve efficiency in power generation and
end-use sectors: transportation, manufactur-
ing, electricity, and (indoor) climate condi-
tioning (13).

The efficiencies of mature technologies
are well characterized (14, 15). Most efficient
are large electric generators (98 to 99% effi-
cient) and motors (90 to 97%). These are
followed by rotating heat engines that are
limited by the second law of thermodynam-
ics: gas and steam turbines (35 to 50%) and
diesel (30 to 35%) and internal combustion
(15 to 25%) engines. Electrolyte and elec-
trode materials and catalysts limit electro-
chemical fuel cells (50 to 55% now; 70%
eventually). Fuel cells may replace heat en-
gines but will likely run on hydrogen. A
seamless transition would use H2 extracted

from gasoline or methanol in reformers (75 to
80%). Renewable energy converters include
photovoltaic (PV) cells (commercial arrays,
about 15 to 20%; theoretical peak for single
bandgap crystalline cells, !24%; higher for
multiband cells, lower for more cost-effective
amorphous thin films) and wind turbines
(commercial units, about 30 to 40%; theoret-
ical “Betz limit,” !59%). High-pressure so-
dium vapor (15 to 20%), fluorescent (10 to
12%), and incandescent (2 to 5%) illumina-
tion generate more heat than light. Photosyn-
thesis has a very low sunlight-to-chemical
energy efficiency, limited by chlorophyll ab-
sorption bands (most productive ecosystems
are about 1 to 2% efficient; theoretical peak
independent of cell or ecosystem is !8%).

How much can energy efficiency im-
prove? In a given technology class, efficiency
normally starts low, grows for decades to
centuries, and levels off at some fraction of
its theoretical peak (16). It took 300 years to
develop fuel cells from 1%-efficient steam
engines. The earliest gas turbines could bare-
ly turn their compressors. The development
of fusion could be similar: The best experi-
ments are close to balancing power to ignite
the plasma; power is carried off by fusion-
generated neutrons, but no net power output
has occurred yet. Fossil and nuclear fuels are
much closer to their limits (Figs. 1A and 4A).
Steam-cycle efficiencies (39 to 50%, includ-
ing combined cycles and cogeneration) and
overall primary energy–to-electricity effi-
ciency (30 to 36%, including transmission
losses) yield the nominal thermal-to-electric
power conversion: 3 kW (thermal) ! 1 kWe

(electrical). Impressive reductions in waste
heat have been accomplished with compact
fluorescents, low emissivity windows, and
cogeneration (17). More efficient automotive
power conversion is possible (18, 19). Emis-
sions depend on vehicle mass, driving
patterns, and aerodynamic drag, as well as
well-to-wheels efficiency [(torque " angular
velocity at wheels)/(fossil fuel power in)].
Power trains are typically 18 to 23% efficient
for internal combustion (IC), 21 to 27% for
battery-electric (35 to 40%, central power
plant; 80 to 85%, charge-discharge cycles; 80
to 85%, motor), 30 to 35% for IC-electric
hybrid (higher efficiency from electric power
recovery of otherwise lost mechanical ener-
gy), and 30 to 37% for fuel cell–electric (75
to 80%, reformer; 50 to 55%, fuel cell; 80 to
85%, motor).

Lifestyles also affect emissions. Ultra fu-
el-efficient cars are available today that can
travel up to 29 km liter#1 [68 miles per
gallon (mpg) U.S. Environmental Protection
Agency highway driving cycle (EPA hwy)].
But consumer demand for sport utility vehi-
cles (SUVs) has driven the fuel economy of
the U.S. car and light truck fleet to a 21-year
low of 8.5 km liter#1 (20 mpg EPA hwy)
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sources that can produce 100 to 300% of
present world power consumption without
greenhouse emissions do not exist operation-
ally or as pilot plants.

Can we produce enough emission-free
power in time? Here we assess the potential
of a broad range of technologies aimed at
meeting this goal.

Improving Efficiency
Efficiency is the ratio of usable energy output
to energy input. Primary energy in metastable
chemical and nuclear bonds includes fossil
fuels, fission fuels, and fusion fuels. “Renew-
ables” are primary energy in natural fluxes
(solar photons, wind, water, and heat flows).
Energy conversion always involves dissipa-
tive losses, losses that in many cases engi-
neers have already expended considerable ef-

fort to reduce. Opportunities still exist to
improve efficiency in power generation and
end-use sectors: transportation, manufactur-
ing, electricity, and (indoor) climate condi-
tioning (13).

The efficiencies of mature technologies
are well characterized (14, 15). Most efficient
are large electric generators (98 to 99% effi-
cient) and motors (90 to 97%). These are
followed by rotating heat engines that are
limited by the second law of thermodynam-
ics: gas and steam turbines (35 to 50%) and
diesel (30 to 35%) and internal combustion
(15 to 25%) engines. Electrolyte and elec-
trode materials and catalysts limit electro-
chemical fuel cells (50 to 55% now; 70%
eventually). Fuel cells may replace heat en-
gines but will likely run on hydrogen. A
seamless transition would use H2 extracted

from gasoline or methanol in reformers (75 to
80%). Renewable energy converters include
photovoltaic (PV) cells (commercial arrays,
about 15 to 20%; theoretical peak for single
bandgap crystalline cells, !24%; higher for
multiband cells, lower for more cost-effective
amorphous thin films) and wind turbines
(commercial units, about 30 to 40%; theoret-
ical “Betz limit,” !59%). High-pressure so-
dium vapor (15 to 20%), fluorescent (10 to
12%), and incandescent (2 to 5%) illumina-
tion generate more heat than light. Photosyn-
thesis has a very low sunlight-to-chemical
energy efficiency, limited by chlorophyll ab-
sorption bands (most productive ecosystems
are about 1 to 2% efficient; theoretical peak
independent of cell or ecosystem is !8%).

How much can energy efficiency im-
prove? In a given technology class, efficiency
normally starts low, grows for decades to
centuries, and levels off at some fraction of
its theoretical peak (16). It took 300 years to
develop fuel cells from 1%-efficient steam
engines. The earliest gas turbines could bare-
ly turn their compressors. The development
of fusion could be similar: The best experi-
ments are close to balancing power to ignite
the plasma; power is carried off by fusion-
generated neutrons, but no net power output
has occurred yet. Fossil and nuclear fuels are
much closer to their limits (Figs. 1A and 4A).
Steam-cycle efficiencies (39 to 50%, includ-
ing combined cycles and cogeneration) and
overall primary energy–to-electricity effi-
ciency (30 to 36%, including transmission
losses) yield the nominal thermal-to-electric
power conversion: 3 kW (thermal) ! 1 kWe

(electrical). Impressive reductions in waste
heat have been accomplished with compact
fluorescents, low emissivity windows, and
cogeneration (17). More efficient automotive
power conversion is possible (18, 19). Emis-
sions depend on vehicle mass, driving
patterns, and aerodynamic drag, as well as
well-to-wheels efficiency [(torque " angular
velocity at wheels)/(fossil fuel power in)].
Power trains are typically 18 to 23% efficient
for internal combustion (IC), 21 to 27% for
battery-electric (35 to 40%, central power
plant; 80 to 85%, charge-discharge cycles; 80
to 85%, motor), 30 to 35% for IC-electric
hybrid (higher efficiency from electric power
recovery of otherwise lost mechanical ener-
gy), and 30 to 37% for fuel cell–electric (75
to 80%, reformer; 50 to 55%, fuel cell; 80 to
85%, motor).

Lifestyles also affect emissions. Ultra fu-
el-efficient cars are available today that can
travel up to 29 km liter#1 [68 miles per
gallon (mpg) U.S. Environmental Protection
Agency highway driving cycle (EPA hwy)].
But consumer demand for sport utility vehi-
cles (SUVs) has driven the fuel economy of
the U.S. car and light truck fleet to a 21-year
low of 8.5 km liter#1 (20 mpg EPA hwy)
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Fig. 1. (A) Fossil fuel electricity from steam turbine cycles. (B) Collecting CO2 from central plants
and air capture, followed by subterranean, ocean, and/or solid carbonate sequestration, could foster
emission-free electricity and hydrogen production, but huge processing and sequestration rates are
needed (5 to 10 GtC year#1 to produce 10 TW emission-free assuming energy penalties of 10 to
25%).
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Note that this requires creation of an infrastructure 
comparable in scale to that of the fossil fuel industry.
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natural gas would be likely to rise, the year-to-year variations could also be 
large because of changes in the balance between demand and supply.

Figure 2.10 indicates that the LCOE range for nuclear plants is compa-
rable with those for coal with CCS and certain renewable-energy sources, such 
as offshore wind and concentrating solar power. The bottom of the LCOE 
range for nuclear is for plants built with federal loan guarantees. At present, such 
guarantees are available only for the first few plants. The bottom of the LCOE 
range for wind, corresponding to class 7 wind sites, extends below the range 
for nuclear. However, nuclear and fossil-fuel electricity generation provide 
baseload power, whereas most renewable sources provide intermittent power, 
which reduces their value in the electricity system. The costs of integrating 
intermittent renewables such as wind and solar into the grid are generally low 
if they provide less than about 20 percent of total electricity generation (see 
Chapter 6), except when expensive transmission capacity must be added to 
bring power to demand centers. 
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Figure 4.16a: United States – levelised costs of electricity  

(at 5% discount rate)

Figure 4.16b: United States – levelised costs of electricity  
(at 10% discount rate)
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2

Estimates of global solar capacity vary widely across data sources. Part of the variance is 
explained by the implementation of a broad range of metrics to determine the amount of 
PV deployed. For example, tracking cumulative production or shipments of PV cells and 
modules may lead to higher estimates for total installations, as some of these cells might not 
yet be installed or are warehoused in inventories around the world. However, only utilizing 
data from reported installations tends to underestimate the total amount of installed PV, on 
account of the di!culty of tracking o"-grid installations, installations by companies that no 
longer exist, and other capacity not captured by the measure.  

1.1.2  Growth in Cumulative and Annual Installed PV Capacity Worldwide
Germany- In 2010, Germany continued to dominate the world PV market with over 7.4 GW of 
installed capacity, which is nearly double the 3.8 GW installed in 2009, as shown in Figure 1.2. 
As of the end of 2010, Germany had 17 GW of cumulative installed capacity, which represents 
a 73% increase over 2009 cumulative installed capacity of 9.8 GW. Since 2000, Germany’s 
market for PV has been supported by a feed-in tari" (FIT), a guaranteed payment over a 20-
year contract period for PV-generated electricity supplied to Germany’s grid. Germany’s FIT 
has continued to drive consistent and sustained growth for the last several years. Germany’s 
PV market experienced its highest annual growth year in 2004, a 290% increase from 153 
megawatts (MW) in 2003 to 597 MW in 2004, coinciding with an amendment enhancing 
and streamlining Germany’s FIT (called Erneuerbare-Energien-Gesetz [Renewable Energy 
Resources Act]).3  

 

Spain – Spain’s annual installed capacity dropped from 2.7 GW installed in 2008 to 17 MW 
installed in 2009, for a slight rebound in 2010 with 369 MW. Despite a signi#cant recent 
downturn in the Spanish PV market, Spain remains second in terms of cumulative installed 
capacity, with 3.8 GW installed through 2010. The dramatic decline of installations in Spain in 
2009 was credited to a number of di"erent factors. First, the Spanish government set a cap of 
500 MW on the total number of megawatts that could be installed at a given FIT; however, the 
cap was not met in 2010. Second, applications for new installations far exceeded what was 
expected, and the program became oversubscribed. Third, Spain’s complex administrative 
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Figure 1.2 Cumulative installed PV capacity in the top eight countries
(EPIA 2011)

3 The revision to the Erneuerbare-Energien-Gesetz included an overall increase in the per-kilowatt-hour (kWh) payment for PV-generated 
electricity among other adjustments such as the setting of digression rates and the speci!cation of payment rates according to PV-system 
type (building- versus ground-mounted) and size.

NREL (2011)

6

Although the Section 1603 grant program was scheduled to expire at the end of 2010, the Tax 
Relief, Unemployment Reauthorization, and Job Creation Act of 2010 (P.L. 111-312) provided 
for a 1-year extension. Without Congressional action, the Section 1603 grant program will 
expire at the conclusion of 2011 (see section 4.1.2. for more information). ARRA also created 
the Advanced Energy Manufacturing Investment Tax Credit, a competitive award of 30% in tax 
credits for manufacturers of renewable energy technologies. The U.S. Department of Energy 
(DOE) and the U.S. Department of the Treasury jointly announced the recipients of the $2.3 
billion in credits in January 2010 (see section 4.1.3 for more information).

Leading states like California and New Jersey o!er rebates that cover a signi"cant portion of 
the up-front costs of PV systems. Other state and local policies, such as renewable portfolio 
standards (RPSs) and improved interconnection and net metering rules, have further promoted 
the growth of solar energy in recent years.

1.2.2  U.S. PV Installations by Interconnection Status
Figure 1.5 illustrates that the grid-connected market has dominated since the enactment of state 
and federal policies in 2004, and continues to increase in market share (61% in 2007, 70% in 2008, 
76% in 2009, and 82% in 2010). Of the 2.5 approximate GW of cumulative installed PV capacity at 
the end of 2010, an estimated 2.1 GW were grid-connected while 440 MW were o!-grid.

1.2.3 U.S. PV Installations by Application and Sector
 In addition to the manner in which PV systems are interconnected for their use, there are a 
number of di!erent types of PV installations as well. For example, PV systems can be broken out 
based on whether they are integrated into their host buildings, whether they are built onto a 
rooftop, or mounted on the ground. Each of these systems can be further broken down based 
on whether they will be used in the residential, commercial, or utility market.
 
Historically, residential installations have dominated the market as a percentage of the total 
number of installations. The removal of the ITC cap for residential system owners continued to 
help drive the increase in the number of grid-connected residential PV systems installed from 
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Figure 1.5 U.S. cumulative installed PV capacity, by interconnection status
(Sherwood 2011)
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sample market transactions for small-quantity, mid-range, and large-quantity buyers. 
Small-quantity buyers are those buyers who often pay more, on a per watt basis, for smaller 
quantities and modules (e.g., less than 50 W).The mid-range buyer category includes 
buyers of modules greater than 75 W, but with annual purchases generally less than 25 
MW. Large-quantity buyers purchase large standard modules (e.g., greater than 150 W) in 
large amounts, which allows them to have strong relationships with the manufacturers. The 
thin-!lm category includes the price of all thin-!lm panel types (i.e., CdTe, a-Si, CIGS, and 
CIS). In 2010, the average price per watt for the large-quantity category was $1.64/Wp while 
the average price per watt for the mid-range quantity category was $2.36/Wp. The nominal 
prices shown in the !gure are actual prices paid in the year stated (i.e., the prices are not 
adjusted for in"ation).

PV module prices experienced signi!cant drops in the mid-1980s, resulting from increases 
in module production and pushes for market penetration during a time of low interest in 
renewable energy. Between 1988 and 1990, a shortage of available silicon wafers caused 
PV prices to increase. For the !rst time in a decade, the market was limited by supply rather 
than demand. Prices then dropped signi!cantly from 1991 to 1995 because of increases in 
manufacturing capacity and a worldwide recession that slowed PV demand. Module prices 
continued to fall (although at a slower rate) from 1995 to 2003, which was due to global 
increases in module capacities and a growing market. 

Prices began to increase from 2003 to 2007 as European demand, primarily from Germany 
and Spain, experienced high growth rates after FITs and other government incentives were 
adopted. Polysilicon supply which outpaced demand also contributed to the price increases 
from 2004 to mid-2008. Higher prices were sustained until the third quarter of 2008, when 
the global recession reduced demand. As a result, polysilicon supply constraints eased, and 
module supply increased. The year 2009 began with high inventory levels and slow demand 
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At 20% capacity factor, $1/Wp is competitive with 7 cents/kWh 
with a payback period of 8 years (not incl. installation costs)
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Tracking the Sun IV: The Installed Cost of Photovoltaics in the U.S. from 1998-2010        15

 
Notes: "Implied Non-Module Cost (plus module cost lag)" is calculated as the reported Total Installed Cost minus 
Navigant Consulting's Global Module Price Index.  

Figure 8. Average Installed Cost, Module Price Index, and Implied Non-Module Costs over Time for 
Behind-the-Meter PV 

 Figure 8 also presents the “implied” non-module costs paid by PV system owners – which may 
include such items as inverters, mounting hardware, labor, permitting and fees, shipping, overhead, 
taxes, and installer profit.  Implied non-module costs are calculated simply as the difference 
between the average total installed cost and the wholesale module price index in the same year; 
these calculated non-module costs therefore ignore the effect of any lag between movements in the 
wholesale module price index and actual module costs associated with PV systems installed each 
year.  The fact that the analytical approach used in this figure cannot distinguish between actual 
non-module costs as paid by PV system owners and a lag in module costs makes it challenging to 
draw conclusions about movements in non-module costs over short time periods.  Over the longer-
term, however, Figure 8 clearly shows that implied non-module costs have declined significantly 
over the entirety of the historical analysis period, dropping by approximately $2.3/W (37%), from 
$6.1/W in 1998 to an estimated $3.8/W in 2010.  Given the manner in which implied non-module 
costs are calculated, the actual decline in non-module costs over the 1998-2010 period could be 
greater than the amount identified here, to the extent that retail installed costs in 2010 did not 
completely absorb declines in wholesale module prices through 2010. 

The Installed Cost Decline in 2010 Was Also the Result of Balance-of-System Cost 
Reductions 

 To discern recent changes in non-module costs for behind-the-meter PV, Figure 9 presents 
capacity-weighted average module, inverter, and all other costs, as reported by PV installers to a 
subset of the PV incentive program administrators in the sample.18 It is important to note that the 
installer-reported module and inverter costs may include some mark-up and/or may reflect 
wholesale component prices at the time that the installation contract was signed (rather than at the 

                                                 
18 Most of the component-level cost data is associated with systems funded through the CSI, but component-level cost 
data were also provided by five other PV incentive program administrators.  Insufficient component-level data exists for 
years prior to 2007 for inclusion in the figure. 
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~10 TW = ~$10 trillion 
x 2 for installation

x 3 for backup/smart grid/etc

= ~$60 trillion
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$60 trillion = ~1 year of world GDP
assume we do this over 30 years, GDP growing 

at ~3%/year, so GDP doubles in ~22 yr

then this amounts to ~2% GDP/year for the 
next thirty years

In the US, this would be ~$280 billion/year.
What else do we spend $280 billion/year on?
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What else do we spend $280 billion/year on?

This is ~$2.50/person/day in the US.
What else do we spend that on?

As a 
nation:
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Average annual electricity capacity additions to 
2050 needed to achieve the BLUE Map scenario

Annual rates of investment in many low-carbon electricity
generating technologies must be massively increased from
today’s levels.
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GLOBAL TRENDS IN CLEAN ENERGY INVESTMENT, 12 JANUARY 2012 3 / / / /  

GLOBAL TOTAL NEW INVESTMENT IN CLEAN ENERGY 
2004–11 ($BN) 

Source: Bloomberg New Energy Finance 
Note: Includes corporate and government R&D, and small distributed capacity. Adjusted 
for re-invested equity. Does not include proceeds from acquisition transactions 
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What sorts of policies promote 
energy transformation?

78

Consider the barriers we identified previously.

What sort of policies might promote energy 
transformation?
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advanced technology in all areas. TheNUCCS future is identical to REF but
allows expanded nuclear energy and CCS. The remaining three scenarios
have advanced assumptions for end-use energy efficiency (EE), renew-
able energy (RE), and both (EERE), but do not allow expanded nuclear
energy or CCS. The NUCCS and EERE therefore bound two alternative
visions for a future energy system: one built with major contributions
from nuclear and CCS, and the other built on end-use energy efficiency
and renewable energy. (Note that the NUCCS scenario is the most
common starting point forMiniCAManalyses and is therefore referred to
as MiniCAM-Base in the overview paper for this special issue: Fawcett
et al., 2009-this issue).

Reference and advanced technology assumptions differ in the
nature of technological advances over the coming 40 years (Table 2).
Variation between reference and advanced assumptions is captured
by a combination of availability assumptions (nuclear, CCS, enhanced
geothermal systems), adjusted cost and performance assumptions
(wind, solar, internal combustion engine (ICE) vehicles, electric
vehicles), assumed deployment of more advanced end-use technol-
ogies (industrial processes, industrial boiler and motor systems), and
infrastructural improvements (advanced grid for renewables). These
technological advances could be driven through a combination of
government and private sector research and development programs,
spillovers from other industries, learning by doing, or a serendipitous
process of scientific discovery (see Clarke et al., 2008b). No effort is
made in this analysis to associate research investments with
particular technology outcomes, or to assess research and develop-
ment costs that would be required to produce the technology
outcomes assumed in the scenarios. Instead, this study explores the
implications of the technology availability that would result from
these processes.

3. The implications of technology without climate policy

Advances in technologies capable of reducing greenhouse gas emis-
sions may have benefits in addition to reducing emissions, and can

therefore enable or enhance deployment of these technologies
irrespective of emissions mitigation goals. For example, advances that
reduce costs, improve the performance, or overcome non-economic
barriers to deployment of nuclear power, renewable energy, and

Fig. 1. U.S. CO2-equivalent emissions for different technology scenarios absent a policy,
2005–2050.

Table 2
Overview of differences between reference and advanced technology assumptions.

Technology area Reference case Advanced case

Carbon capture
and storage

No CCS in any
applications

CCS available in electricity,
refining, and cement sectors
(starting at about $40/t CO2)

Expanded
nuclear power

Constant nuclear
capacity

No limits to expansion
beyond cost (roughly $2300/kW)

Enhanced
geothermal
systems

No enhanced
geothermal systems

Enhanced geothermal systems
included (about 200 GW max)

Advanced grid
for renewables

1:1 backup required
when renewables
supply 20% of capacity

1:1 backup required when
renewables supply 40%
of capacity

Solar power
costs (PV, CSP)

Capital costs drop by
1%–2% per year
2005–2050

Capital costs drop by 2%–3.5%
per year 2005–2050

Wind power
costs

Capital costs drop by
0.25% per year
2005–2050

Capital costs drop by 0.5%
per year 2005–2050

Building
technologies

Advanced case includes a range of improvements in
building technology costs and performance, including
building shells

Conventional
(ICE) vehicles

Stock average 33 mpg
in 2050

Stock average 40 mpg in 2050

Plug-in electric
vehicles

Non-fuel cost penalty of
10% in 2020, declining
to 5% in 2050

Non-fuel cost penalty of 5%
in 2020, declining to 0% in 2050

Manufacturing
processes

Manufacturing energy
intensity improves at
0.35% per year

Accelerated improvement
in selected industries
(up to 1% per year)

Industrial boilers
and motor systems

3% improvement in
boiler and motor system
efficiency by 2035

10% improvement in boilers
and 20% improvement in motor
systems by 2035

Fig. 2. CO2 emissions prices by technology scenario, for 203 and 167 Gt CO2-e U.S.
policies.

S256 P. Kyle et al. / Energy Economics 31 (2009) S254–S267

advanced technology in all areas. TheNUCCS future is identical to REF but
allows expanded nuclear energy and CCS. The remaining three scenarios
have advanced assumptions for end-use energy efficiency (EE), renew-
able energy (RE), and both (EERE), but do not allow expanded nuclear
energy or CCS. The NUCCS and EERE therefore bound two alternative
visions for a future energy system: one built with major contributions
from nuclear and CCS, and the other built on end-use energy efficiency
and renewable energy. (Note that the NUCCS scenario is the most
common starting point forMiniCAManalyses and is therefore referred to
as MiniCAM-Base in the overview paper for this special issue: Fawcett
et al., 2009-this issue).

Reference and advanced technology assumptions differ in the
nature of technological advances over the coming 40 years (Table 2).
Variation between reference and advanced assumptions is captured
by a combination of availability assumptions (nuclear, CCS, enhanced
geothermal systems), adjusted cost and performance assumptions
(wind, solar, internal combustion engine (ICE) vehicles, electric
vehicles), assumed deployment of more advanced end-use technol-
ogies (industrial processes, industrial boiler and motor systems), and
infrastructural improvements (advanced grid for renewables). These
technological advances could be driven through a combination of
government and private sector research and development programs,
spillovers from other industries, learning by doing, or a serendipitous
process of scientific discovery (see Clarke et al., 2008b). No effort is
made in this analysis to associate research investments with
particular technology outcomes, or to assess research and develop-
ment costs that would be required to produce the technology
outcomes assumed in the scenarios. Instead, this study explores the
implications of the technology availability that would result from
these processes.

3. The implications of technology without climate policy

Advances in technologies capable of reducing greenhouse gas emis-
sions may have benefits in addition to reducing emissions, and can

therefore enable or enhance deployment of these technologies
irrespective of emissions mitigation goals. For example, advances that
reduce costs, improve the performance, or overcome non-economic
barriers to deployment of nuclear power, renewable energy, and

Fig. 1. U.S. CO2-equivalent emissions for different technology scenarios absent a policy,
2005–2050.

Table 2
Overview of differences between reference and advanced technology assumptions.

Technology area Reference case Advanced case

Carbon capture
and storage

No CCS in any
applications

CCS available in electricity,
refining, and cement sectors
(starting at about $40/t CO2)

Expanded
nuclear power

Constant nuclear
capacity

No limits to expansion
beyond cost (roughly $2300/kW)

Enhanced
geothermal
systems

No enhanced
geothermal systems

Enhanced geothermal systems
included (about 200 GW max)

Advanced grid
for renewables

1:1 backup required
when renewables
supply 20% of capacity

1:1 backup required when
renewables supply 40%
of capacity

Solar power
costs (PV, CSP)

Capital costs drop by
1%–2% per year
2005–2050

Capital costs drop by 2%–3.5%
per year 2005–2050

Wind power
costs

Capital costs drop by
0.25% per year
2005–2050

Capital costs drop by 0.5%
per year 2005–2050

Building
technologies

Advanced case includes a range of improvements in
building technology costs and performance, including
building shells

Conventional
(ICE) vehicles

Stock average 33 mpg
in 2050

Stock average 40 mpg in 2050

Plug-in electric
vehicles

Non-fuel cost penalty of
10% in 2020, declining
to 5% in 2050

Non-fuel cost penalty of 5%
in 2020, declining to 0% in 2050

Manufacturing
processes

Manufacturing energy
intensity improves at
0.35% per year

Accelerated improvement
in selected industries
(up to 1% per year)

Industrial boilers
and motor systems

3% improvement in
boiler and motor system
efficiency by 2035

10% improvement in boilers
and 20% improvement in motor
systems by 2035

Fig. 2. CO2 emissions prices by technology scenario, for 203 and 167 Gt CO2-e U.S.
policies.
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With respect to the near-term costs of mitigation, meeting themore
stringent policy target (167 Gt CO2-e) with reference technology (REF)
or advanced renewables alone (RE) is more than twice as costly in 2020
as meeting the goal with the other technology combinations (Fig. 3).
These high costs point to a general theme about technology advance and
emissions mitigation: meeting a stringent long-term mitigation target
with limited future technological options may call for drastic action in
the near-term. In fact, these two scenarios describe a strategy for
meeting the policy targets that differs remarkably from the other
scenarios, with implications not only for costs but for the timing of
emissions mitigation and the evolution of the energy system, discussed
in the following two sections.

5. The implications of technology for emissions trajectories

This section explores the implications of technology for emissions
mitigation in both the near- and long term. Near-term emissions
reductions must balance (1) the costs of near-term mitigation, which
depend on the near-term technological options for reducing emissions,
relative to (2) the expected future costs of mitigation, which depend on
expected future technological options for reducing emissions. All else
equal, better technology options in the near term tend to reduce the
relative costs of near-term emissions cuts, shifting the timing of
emissions mitigation toward the present. Conversely, better technology
options in the long term tend to shift emissions mitigation to the future.
The relative balance between these two forces determines the degree to
which the scenarios exhibit near-term banking or borrowing relative to

the linear path on which the emissions quantities for this study are
based.

Thestory that emerges fromthese scenarios is that under the rangeof
technology assumptions explored here, near-term mitigation behavior
in the U.S. is not substantially influenced by either near-term technology
or expectations about future technology, unless emissions goals are
strong enough and technology limited enough to justify the early
retirement of existing capital. In otherwords, thevariation in technology
options that might be viable in the next decade does not dramatically
alter the level of near-term reductions.

The emissions pathways for the 203 Gt CO2-e target roughly
follow the linear pathway, in all of the scenarios (Fig. 4). That is,
none of these emissions pathways demonstrate substantial banking
or borrowing, and technology has little influence on near-term
emissions behavior. In contrast, all of the 167 Gt CO2-e scenarios
show banking behavior in the near-term, and there is distinct
variation among these scenarios: emissions are reduced substan-
tially in the near-term in the REF and RE scenarios relative to the
other four. This behavior is not initially intuitive, because neither
the REF nor the RE scenarios has the strongest near-term abatement
options, which generally come from advanced end-use technologies.

Fig. 4. Total CO2-equivalent emissions by the U.S. with 203 and 167 Gt CO2-e policies
across six technology scenarios.

Fig. 5. Percentage of total CO2-equivalent emissions from non-CO2 greenhouse gas
emissions across scenarios.
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energy-efficient end-use technologies could lead to their deployment
even without prices or constraints on emissions. Note however that
some technology advances, such as CCS, are only valuable in the context
of reducing emissions. Still, given the blends of advanced technologies
assumed in the five advanced technology scenarios in this study, we
should expect some reduction in emissions to take place due to
technology alone, without political intervention to address climate
change.

The no-policy scenarios bear out this dynamic. Total CO2-e emissions
in the five advanced technology futures investigated in this study all
depart from the emissions trajectory of the reference technology
scenario (Fig. 1). The largest single influence on emissions absent a
climate policy arises from the deployment of advanced end-use
technologies, but both theoption to deploy nuclear power and improved
renewable energy technologies also lead to emissions reductions.

The emissions trajectories for the scenarios with advanced end-
use technologies and no emissions constraints illustrate two themes
regarding end-use technologies. First, end-use technologies may be
one of the key near-term options for mitigation. Particularly in the
buildings and transportation sectors, the capital stocks ofmuch of the
energy-consuming equipment, such as lighting and appliances in
buildings and passenger vehicles in transportation, have short life-
times compared with capital in the energy transformation sectors,
allowing for substantial turnover of equipment in the next decade or
two. Further, some researchers have argued that these sectors have a
number of market failures and inefficiencies that, if addressed, could
lead to low- or negative-cost near-term emissions reductions
(McKinsey & Company 2007). This near-term role of end-use
technologies is observed in these scenarios without emissions
mitigation policies: simply by deploying the technologies assumed
in the advanced end-use scenarios (EE, EERE, and ADV), U.S. CO2-e
emissions in 2020 are lower than in 2005.1 This may provide a
substantial portion of near-termmitigation goalswhen emissions are
constrained. Second, although advanced end-use technologies will
provide substantial benefits in reducing emissions, they are by
themselves insufficient to deliver the deep reductions required for
either the 203 GtCO2-e or the 167 GtCO2-e constraints that are the
focus of the remainder of this study.

4. The value of technology

This section presents the CO2-e price and abatement cost results of
the scenarios.Webeginwith theobservation that itwaspossible tomeet
both the 203 Gt CO2-e and 167 Gt CO2-e limits with any of the six
technology suites in this study. Technical feasibility does not emerge as
an issue in theMiniCAMscenarios in the sense that there are no essential
technologies available only in advanced technology scenarios without
which the cumulative emissions targets are unachievable. In addition,
there are no “silver bullet” technologies that are so effective atmitigation
that advances in other technology areas are irrelevant.

Although all of the technology scenarios are physically capable of
meeting the cumulative emissions targets, the scenarios describe
divergent strategies for meeting the targets, with implications for the
economic costs of mitigation (Figs. 2 and 3), the timing of emissions
mitigation (discussed Section 5), and the evolution of the energy system
(discussed in Section 6). The range of costs across the scenarios is quite
large; costs in the ADV technology scenarios are roughly a quarter of
those in theREF technology scenarios (Fig. 3). In fact, the costs ofmeeting
the 167 Gt CO2-e target with the ADV technology set of assumptions are
lower than the costs of meeting the 203 Gt CO2-e target with only
reference technology. This wide span of costs illustrates not just that

technology can reduce costs, but also that uncertainty regarding
technology is among the most important factors underlying current
uncertainty in the costs of mitigation, and should therefore be a
prominent consideration in policy discussions aimed at hedging against
cost uncertainty.

Although all of the individual technology areas addressed in these
scenarios play a role in reducing costs of mitigation, the relative
effectiveness of advances in individual technology areas is influenced by
the degree of mitigation required (Fig. 3). Recall that without any
emissions prices, advanced end-use technologies (EE) account for a
greater degree of emissions reductions than either expanded nuclear
energy (NUCCS) or advanced renewable energy technologies (RE; Fig. 1).
Consistent with this trend, for the less stringent (203 Gt CO2-e) policy in
2020 and 2035, the EE scenario compares favorably in terms of costs with
the NUCCS and RE scenarios (Fig. 3). However, the relative cost savings of
advanced energy efficiency as compared with the energy supply
technology strategies decrease with the higher emissions prices and
greater emissions reductions required for the 203 Gt CO2-e policy in 2050,
and for the more stringent (167 Gt CO2-e) policy in all time periods. This
highlights that as a technology strategy for emissions mitigation, end-use
energy efficiencymay have an important role to play in the near term and
at low CO2 emissions prices, but unless coupled with a supply-focused
technology strategy, end-use energy efficiency has limited capacity to
achieve the deep long-term reductions required by both policies in this
analysis.

1 Note that the present study does not assess the costs of getting from a “reference”
future to an “advanced” future, and therefore should not be used to assess the
presence or magnitude of no-cost emissions reductions.

Fig. 3. Annual policy costs by technology scenario, for 203 and 167 Gt CO2-e U.S. policies,
2005–2050. Policy costs are calculated as the areaunder themarginal abatement cost curve
for each time period.
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CO2-e. For many sources the maximum reduction potential is quite
small. By 2050 in all scenarios, a large portion of the non-CO2

greenhouse gas emissions are from non-point sources such as
agriculture and refrigerants, whose mitigation options are assumed to
be quite limited. Hence, although CO2 accounts for the majority of CO2-
equivalent emissions in all scenarios, the relative share of non-CO2

greenhouse gas emissions increases as total CO2-equivalent emissions
are cut (Fig. 5). For this reason, non-CO2 greenhouse gases contribute
their largest share of greenhouse gas emissions in the scenarioswith the
greatest technological capacity to cut CO2 emissions (ADV; Fig. 4). In all
scenarios, the inability to obtain additional non-CO2 gas reductions in
the long term tends to increase both the CO2mitigation burden on other
sectors and sources and, consequently, the CO2-e emissions prices paid
by all sectors. This highlights that deep emissions reductions such as
those explored in this study will likely bump up against sticking points
where some sectors and sources are difficult and costly to mitigate.
Advances in technologies to mitigate these emissions would have

significant value in managing the costs of achieving a deep mitigation
target, even if these sources represent a small fraction of current
emissions.

Similarly, technological advances will influence which sectors
present relative CO2 abatement difficulties and opportunities, and
therefore the sectoral composition of future CO2 emissions (Fig. 6). By
2050, the largest source of CO2 emissions in all scenarios in this study
is the transportation sector. This corroborates previous research
indicating that the removal of emissions from the transportation
sector is particularly costly (see, for example, Clarke et al., 2007). Note
however that across the technology scenarios, emissions from
transportation are cut by about 50% in scenarios with advanced
end-use technologies (EE, EERE, and ADV scenarios). The potential to
cost-effectively reduce transportation emissions, in this case mostly
through efficiency improvements and partial electrification of light-
duty vehicles, is a key component to the cost savings observed for
these scenarios. In contrast to the transportation sector, electric sector

Fig. 7.U.S. primary energy consumption by fuel in 2020 and 2050 across scenarios. (Note that “Reduction: technology” refers to reductions arising from advanced technology prior to
the imposition of the CO2-e constraint. “Reduction: policy” refers to additional reductions occurring from the imposition of the constraint.)
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Cap-and-trade is a price mechanism with 
quantity certainty
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UCS
http://climatelab.org/Cap_and_Trade
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What is the current state of 
national and global energy policy?
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http://www.govtrack.us/congress/vote.xpd?vote=h2009-477
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govtrack.us

Cartogram

Standard Projection

House Vote On Passage: H.R. 2454 [111th]: American
Clean Energy and Security Act of 2009

Number: House Vote #477 in 2009 [primary source: house.gov]
Date: Jun 26, 2009 7:17PM
Result: Passed
Bill: H.R. 2454 [111th]: American Clean Energy and Security Act of 2009

(About Ads | Advertise Here)

VOTE OVERVIEW

Totals Democrats Republicans Independents All Votes

Needed To Win
Aye: 219 (50%) 210 8 0

No: 212 (49%) 43 169 0

Present: 0 (0%) 0 0 0

Not Voting: 3 (1%) 1 2 0

Required: Simple Majority of 431 votes (=216
votes)

(Vacancies in Congress will affect vote
totals.)

More information: Aye versus Yea Explained

VOTE DETAILS
Vote
[Sort]

District
[Sort]

Representative
[Sort by Name] [Sort by Party]

Alabama
No AL-1 Bonner, Jo [R]
No AL-2 Bright, Bobby [D]
No AL-3 Rogers, Michael [R]
No AL-4 Aderholt, Robert [R]
No AL-5 Griffith, Parker [R]

No AL-6 Bachus, Spencer [R]
No AL-7 Davis, Artur [D]

Alaska
No AK-0 Young, Donald [R]

Arizona
No AZ-1 Kirkpatrick, Ann [D]
No AZ-2 Franks, Trent [R]
No AZ-3 Shadegg, John [R]
Aye AZ-4 Pastor, Edward [D]
No AZ-5 Mitchell, Harry [D]

Not Voting AZ-6 Flake, Jeff [R]
Aye AZ-7 Grijalva, Raul [D]
Aye AZ-8 Giffords, Gabrielle [D]

Arkansas
No AR-1 Berry, Robert [D]
Aye AR-2 Snyder, Victor [D]

http://www.govtrack.us/congress/vote.xpd?vote=h2009-477
http://www.govtrack.us/congress/vote.xpd?vote=h2009-477


http://www.politico.com/energy-climate-whip-count/
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One year later... (July 2010)

59 Dems, 41 GOP total in Senate – 60 votes needed to break cloture under the post-2008 “new normal”

47 Dems “yes” or “probably yes”
6 Dems “on the fence”: Conrad (D-ND), Landrieu (D-LA), Levin (D-MI), McCaskill (D-MO), Pryor (D-AR), Webb (D-VA)
5 Dems “probably no”: Bayh (D-IN), Dorgan (D-ND), Goodwin (D-WV), Lincoln (D-AR), Rockefeller (D-WV)
1 Dem “no”: Nelson (D-NE)

2 GOP “probably yes”: Collins (R-ME), Snowe (R-ME)
4 GOP “on the fence”: Brown (R-MA), Graham (R-SC), Gregg (R-NH), LeMieux (R-FL)
35 GOP “no” or “probably no”

talkingpointsmemo.com

http://www.politico.com/energy-climate-whip-count/
http://www.politico.com/energy-climate-whip-count/
http://www.politico.com/energy-climate-whip-count/
http://www.politico.com/energy-climate-whip-count/


“Now, clean energy breakthroughs will 
only translate into clean energy jobs if 
businesses know there will be a market 
for what they're selling. So tonight, I 
challenge you to join me in 
setting a new goal: By 2035, 80 
percent of America's electricity 
will come from clean energy 
sources. Some folks want wind and 
solar. Others want nuclear, clean coal and 
natural gas. To meet this goal, we will need 
them all -- and I urge Democrats and 
Republicans to work together to make it 
happen.”
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State of the Union, January 2011



RPS Policies

Renewable portfolio standard

Renewable portfolio goal

www.dsireusa.org / January 2012

Solar water heating eligible *†	
   Extra credit for solar or customer-sited renewables

Includes non-renewable alternative resources

WA: 15% x 2020*

CA: 33% x 2020

NV: 25% x 2025*

AZ: 15% x 2025                           

NM: 20% x 2020 (IOUs)
 10% x 2020 (co-ops) 

HI: 40% x 2030

Minimum solar or customer-sited requirement

 TX: 5,880 MW x 2015

 UT: 20% by 2025*

CO: 30% by 2020 (IOUs)
10% by 2020 (co-ops & large munis)*

MT: 15% x 2015

 ND: 10% x 2015

 SD: 10% x 2015

 IA: 105 MW

MN: 25% x 2025
(Xcel: 30% x 2020)

MO: 15% x 2021

WI: Varies by utility; 
~10% x 2015 statewide

MI: 10% & 1,100 MW 
x 2015*

OH: 25% x 2025†

ME: 30% x 2000
New RE: 10% x 2017 

NH: 23.8% x 2025

MA: 22.1% x 2020 
New RE:  15% x 2020
(+1% annually thereafter)

RI: 16% x 2020

CT: 27% x 2020
NY: 29% x 2015

NJ: 20.38% RE x 2021
+ 5,316 GWh solar x 2026

PA: ~18% x 2021†

MD: 20% x 2022

DE: 25% x 2026*

DC: 20% x 2020

NC: 12.5% x 2021 (IOUs)
10% x 2018 (co-ops & munis)

VT: (1) RE meets any increase in 
retail sales x 2012;

 (2) 20% RE & CHP x 2017

KS: 20% x 2020

OR: 25% x 2025 (large utilities)*
5% - 10% x 2025 (smaller utilities)

IL: 25% x 2025                           

29 states + 
DC and PR have 

an RPS
(8 states have goals)

OK: 15% x 2015

PR: 20% x 2035

WV: 25% x 2025*†

VA: 15% x 2025*

DC

IN: 15% x 2025†
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http://www.eia.gov/analysis/requests/ces_bingaman/
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EIA Analysis of Bingaman CES Proposal, Nov. 2011 

http://www.eia.gov/analysis/requests/ces_bingaman/
http://www.eia.gov/analysis/requests/ces_bingaman/
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United Nations
Sept. 22, 2009

“We're making our government's largest ever investment in renewable energy – an investment aimed at doubling the 
generating capacity from wind and other renewable resources in three years. Across America, entrepreneurs are constructing wind 
turbines and solar panels and batteries for hybrid cars with the help of loan guarantees and tax credits – projects that are 
creating new jobs and new industries. We're investing billions to cut energy waste in our homes, buildings, and appliances – 
helping American families save money on energy bills in the process. We've proposed the very first national policy aimed at 
both increasing fuel economy and reducing greenhouse gas pollution for all new cars and trucks – a standard that will also 
save consumers money and our nation oil. We're moving forward with our nation's first offshore wind energy projects. We're 
investing billions to capture carbon pollution so that we can clean up our coal plants. Just this week, we announced that for 
the first time ever, we'll begin tracking how much greenhouse gas pollution is being emitted throughout the country. Later 
this week, I will work with my colleagues at the G20 to phase out fossil fuel subsidies so that we can better address our 
climate challenge. And already, we know that the recent drop in overall U.S. emissions is due in part to steps that promote 
greater efficiency and greater use of renewable energy.

“Most importantly, the House of Representatives passed an energy and climate bill in June that would finally make clean 
energy the profitable kind of energy for American businesses and dramatically reduce greenhouse gas emissions. One committee 
has already acted on this bill in the Senate and I look forward to engaging with others as we move forward.”
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Recovery Act Investments at DOE

Largest Deployment Investments:

Grants
• Weatherization Program
• State Block Grants
• EE and Conservation Block Grants
• Smart Grid Investment Grants

Loans
• Advanced Technology Vehicle Manufacturing Loans
• Section 1705 Temporary Loan Guarantee Program

http://belfercenter.ksg.harvard.edu/
http://belfercenter.ksg.harvard.edu/
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Clean�energy�tax�credits�and�grants:�59

For�total�Recovery�Act�jobs�numbers�in�New�Jersey�go�
to�www.recovery.gov�

DOE�Recovery�Act�projects�in�New�Jersey:�107

U.S.�DEPARTMENT�OF�ENERGY�•�NEW�JERSEY�RECOVERY�ACT�SNAPSHOT

New Jersey has substantial natural resources, including wind
and biomass. The American Recovery & Reinvestment Act
(ARRA) is making a meaningful down payment on the nation’s
energy and environmental future. The Recovery Act
investments in New Jersey are supporting a broad range of
clean energy projects, from energy efficiency and the smart grid
to alternative fuels and vehicles, as well as the Princeton Plasma
Physics Laboratory in Plainsboro. Through these investments,
New Jersey’s businesses, universities, nonǦprofits, and local
governments are creating quality jobs today and positioning
New Jersey to play an important role in the new energy
economy of the future.EXAMPLES�OF�NEW�JERSEY�FORMULA�GRANTS

Program

Award�����
(in�millions)

State�Energy
Program

Weatherization�Assistance�
Program

Energy�Efficiency�
Conservation�Block�Grants

Energy�Efficiency�Appliance�
Rebate�Program

$73.6 $118.8 $75.5 $8.3
The�New�Jersey�
Department�of�
Treasury�has�received�
$73.6�million�in�State�
Energy�Program�funds�
to�invest�in�stateǦlevel�
energy�efficiency�and�
renewable�energy�
priorities.�

The�State�of�New�Jersey�has�
received�$118.8�million�in�
Weatherization�Assistance�
Program�funds�to�scaleǦup�
existing�weatherization�efforts�in�
the�state,�creating�jobs,�reducing�
carbon�emissions,�and�saving�
money�for�New�Jersey’s�lowǦ
income�families.��Over�the�course�
of�the�Recovery�Act,�New�Jersey�
expects�to�weatherize�nearly�
13,400�homes.��The�program�also�
includes�workforce�training�and�
education�as�part�of�the�state’s�
efforts�to�develop�a�green�
workforce.�

SeventyǦsix�communities�
in�New�Jersey�have�
received�a�total�of�$75.5�
million�for�Energy�
Efficiency�and�
Conservation�Block�
Grants�(EECBG)�to�
develop,�promote,�
implement,�and�manage�
local�energy�efficiency�
programs.��

The�New�Jersey�
Department�of�Treasury�
has�received�$8.3�million�
for�the�Energy�Efficient�
Appliance�Rebate�Program,�
which�offers�consumer�
rebates�for�purchasing�
certain�ENERGY�STAR®�
appliances.��These�energy�
efficient�appliances�reduce�
energy�use�and�save�
money�for�families,�while�
helping�the�environment�
and�supporting�the�local�
economy.

EXAMPLES�OF�NEW�JERSEY�COMPETITIVE�GRANTS�AND�TAX�CREDITS

Award����� $18.7�million $15�million $7�million

Atlantic�City�Electric�
Companywas�awarded�a�
Smart�Grid�Investment�
Grant�for�$18.7�million�to�
take�the�lead�in�installing�
25,000�direct�load�control�
devices�and�deploy�
communications�and�grid�
monitoring�infrastructure�
across�New�Jersey.�

The�New�Jersey�Clean�Cities�
Coalition�was�awarded�$15�
million�under�the�Clean�
Cities�Alternative�Fuel�
Vehicle�(AFV)�Grant�Program
to�deploy�more�than�225�
compressed�natural�gas�
(CNG)�vehicles�and�develop�
four�CNG�fueling�sites.�

Princeton�University�was�
awarded�$7�million for�National�
Spherical�Torus�Experiment�
(NSTX)�Facility�Upgrades.�The�
funds�will�be�used�to�upgrade�key�
components�of�the�experiment,�
accelerating�advancement�of�
understanding�in�plasma�and�
fusion�technologies.�

Funding�for�selected�DOE�projects:�$350.4�million

New�Jersey�received�
fiftyǦeight�1603�
payments�for�
renewable�energy�
generation�totaling
$26.8�million,�which�
include�solar�and�
combined�heat�and�
power�projects.�

$26.8�million

www.energy.gov/recovery



UNFCCC Timeline
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Objectives of Copenhagen Accord, as 
reflected in 2010 Cancun Agreements

• Establish clear objectives for reducing human-generated 
greenhouse gas emissions over time to keep the global 
average temperature rise below two degrees

• Encourage the participation of all countries in 
reducing these emissions, in accordance with each country’s 
different responsibilities and capabilities to do so

• Ensure the international transparency of the actions 
which are taken by countries and ensure that global progress 
towards the long-term goal is reviewed in a timely way

• Mobilize the development and transfer of clean 
technology to boost efforts to address climate change, 
getting it to the right place at the right time and for the best 
effect

• Mobilize and provide scaled-up funds in the short 
and long term to enable developing countries to take 
greater and effective action

• Assist the particularly vulnerable people in the 
world to adapt to the inevitable impacts of climate change

• Protect the world’s forests, which are a major 
repository of carbon

• Build up global capacity, especially in developing 
countries, to meet the overall challenge

• Establish effective institutions and systems which 
will ensure these objectives are implemented 
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Annex I Parties Quantified economy-wide emissions targets for 2020    
 Emissions reduction in 2020 Base year 

United States of America In the range of 17%, in 
conformity with anticipated U.S. 
energy and climate legislation, 
recognizing that the final target 
will be reported to the Secretariat 
in light of enacted legislation.  [1] 

2005 

 
[1] The pathway set forth in pending legislation would entail a 30% reduction in 2025 and a 42% 
reduction in 2030, in line with the goal to reduce emissions 83% by 2050. 
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